Problem Set 4, Fall 2021

Megan Hoeksema

# Load any packages, if any, that you use as part of your answers here  
# For example:   
library(ggplot2)  
library(tidyverse)

## -- Attaching packages --------------------------------------- tidyverse 1.3.1 --

## v tibble 3.1.5 v dplyr 1.0.7  
## v tidyr 1.1.4 v stringr 1.4.0  
## v readr 2.0.2 v forcats 0.5.1  
## v purrr 0.3.4

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

library(GGally)

## Warning: package 'GGally' was built under R version 4.1.2

## Registered S3 method overwritten by 'GGally':  
## method from   
## +.gg ggplot2

library(ggpubr)  
library(leaps)

## Warning: package 'leaps' was built under R version 4.1.2

library(tidyverse)

CONTEXT: Factorial experiment with doughnuts

Donna is the owner of a boutique doughnut shop. Because many of her customers are conscious of their fat intake but want the flavor of fried doughnuts, she decided to develop a doughnut recipe that minimizes the amount of fat that the doughnuts absorb from the fat in which the doughnuts are fried.

She conducted a factorial experiment that had a similar procedures as Lowe (1935). Like Lowe, she used four types of fats (fat\_type). She also used three types of flour (flour\_type): all-purpose flour, whole wheat flour, and gluten-free flour. For each combination of fat type and flour type, she cooked six identical batches of doughnuts. Each batch contained 24 doughnuts, and the total fat (in grams) absorbed by the doughnuts in each batch was recorded (sim\_tot\_fat).

## Question 1 - Nested model testing (15 points)

As previously noted, ANOVA is a special case of regression, so anything that can be done in the ANOVA framework can be done in the regression framework. However, this property often isn’t obvious when comparing the output of equivalently-specified analyses. For example, the output of the two-way ANOVA with an interaction displays clearly labeled tests of two main effects and one test of the interaction, but the output of the equivalent regression model displays estimates of numerous coefficients that have interpretations different than those used in the ANOVA framework.

In this question, you will use nested model testing to conduct the equivalent tests of main effects and interactions using the regression framework.

Before you start, read in the data and do your data processing.

doughnuts.factorial <- read.csv("doughnutsfactorial.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer

As in the previous problem set, please create two new variables in the doughnuts.factorial data set. The first new variable will be called fat\_type\_factor and will contain the same values as in the fat\_type variable but will have a variable type of factor. The second new variable will be called flour\_type\_factor and will contain the same values as in the flour\_type variable but will also have a variable type of factor.

# Complete the lines to properly create the two new variables  
  
doughnuts.factorial$fat\_type\_factor <- as.factor(doughnuts.factorial$fat\_type) # Complete this line  
  
doughnuts.factorial$flour\_type\_factor <- as.factor(doughnuts.factorial$flour\_type) # Complete this line

Check your work by running the following code chunk. Be sure that fat\_type\_factor and flour\_type\_factor are factor-type variables before you complete the rest of the problem set.

str(doughnuts.factorial)

## 'data.frame': 72 obs. of 5 variables:  
## $ fat\_type : chr "Canola" "Canola" "Canola" "Canola" ...  
## $ flour\_type : chr "ap" "ap" "ap" "ap" ...  
## $ sim\_tot\_fat : int 78 71 80 88 62 72 78 75 89 74 ...  
## $ fat\_type\_factor : Factor w/ 4 levels "Canola","Peanut",..: 1 1 1 1 1 1 3 3 3 3 ...  
## $ flour\_type\_factor: Factor w/ 3 levels "ap","gf","ww": 1 1 1 1 1 1 1 1 1 1 ...

# Question 1, Part 1 - Nested model testing of main effects (5 points)

For this part, you will start by fitting three regression models: an intercept-only model, a fat type-only model, and a flour-type only model. For all models, use sim\_tot\_fat as the outcome.

Fit the intercept-only model here:

model.null <- lm(sim\_tot\_fat~1, data = doughnuts.factorial) # Complete this line  
  
# Use the summary() function to display your results!  
   
summary(model.null)

##   
## Call:  
## lm(formula = sim\_tot\_fat ~ 1, data = doughnuts.factorial)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -37.653 -9.903 0.847 9.597 27.347   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 68.653 1.701 40.35 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 14.44 on 71 degrees of freedom

Fit the fat type-only model here:

model.fatType <- lm(sim\_tot\_fat~fat\_type\_factor, data = doughnuts.factorial) # Complete this line  
  
# Use the summary() function to display your results!  
   
summary(model.fatType)

##   
## Call:  
## lm(formula = sim\_tot\_fat ~ fat\_type\_factor, data = doughnuts.factorial)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -35.944 -4.736 -0.167 5.514 21.056   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 66.944 2.529 26.467 < 2e-16 \*\*\*  
## fat\_type\_factorPeanut 8.722 3.577 2.438 0.017372 \*   
## fat\_type\_factorShortening 11.722 3.577 3.277 0.001654 \*\*   
## fat\_type\_factorSunflower -13.611 3.577 -3.805 0.000306 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 10.73 on 68 degrees of freedom  
## Multiple R-squared: 0.4708, Adjusted R-squared: 0.4475   
## F-statistic: 20.17 on 3 and 68 DF, p-value: 1.856e-09

Fit the flour type-only model here:

model.flourType <- lm(sim\_tot\_fat~flour\_type\_factor, data = doughnuts.factorial) # Complete this line  
  
# Use the summary() function to display your results!  
   
summary(model.flourType)

##   
## Call:  
## lm(formula = sim\_tot\_fat ~ flour\_type\_factor, data = doughnuts.factorial)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -35.083 -11.260 0.563 11.385 29.208   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 74.083 2.880 25.723 <2e-16 \*\*\*  
## flour\_type\_factorgf -8.292 4.073 -2.036 0.0456 \*   
## flour\_type\_factorww -8.000 4.073 -1.964 0.0535 .   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 14.11 on 69 degrees of freedom  
## Multiple R-squared: 0.07181, Adjusted R-squared: 0.04491   
## F-statistic: 2.669 on 2 and 69 DF, p-value: 0.07646

Now, conduct two nested model tests to conduct the ANOVA-equivalent tests of main effect.

Compare the intercept-only model to the fat type-only model:

# Code to conduct your nested model test here, be sure your results are displayed in your knitted document  
  
anova(model.null, model.fatType, test='F')

## Analysis of Variance Table  
##   
## Model 1: sim\_tot\_fat ~ 1  
## Model 2: sim\_tot\_fat ~ fat\_type\_factor  
## Res.Df RSS Df Sum of Sq F Pr(>F)   
## 1 71 14798.3   
## 2 68 7830.9 3 6967.4 20.167 1.856e-09 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

Compare the intercept-only model to the flour type-only model:

# Code to conduct your nested model test here, be sure your results are displayed in your knitted document  
  
anova(model.null, model.flourType, test='F')

## Analysis of Variance Table  
##   
## Model 1: sim\_tot\_fat ~ 1  
## Model 2: sim\_tot\_fat ~ flour\_type\_factor  
## Res.Df RSS Df Sum of Sq F Pr(>F)   
## 1 71 14798   
## 2 69 13736 2 1062.7 2.6692 0.07646 .  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

# Question 1, Part 2 - Nested model testing of interaction (5 points)

Unlike the previous part, the “base” model for this comparison is not an intercept-only model. Rather, the base model is a model where the interaction is omitted. In the regression framework, this means that the correct reduced model for this ANOVA-equivalent test is a model that includes fat type and flour type, but no interaction between them.

Fit the reduced model, which will contain just fat type and flour type (no interaction), below

model.main <- lm(sim\_tot\_fat ~ fat\_type\_factor + flour\_type\_factor, data = doughnuts.factorial) # Complete this line  
  
# Use the summary() function to display your results!  
   
summary(model.main)

##   
## Call:  
## lm(formula = sim\_tot\_fat ~ fat\_type\_factor + flour\_type\_factor,   
## data = doughnuts.factorial)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -33.375 -6.097 -0.229 6.083 23.917   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 72.375 2.923 24.758 < 2e-16 \*\*\*  
## fat\_type\_factorPeanut 8.722 3.376 2.584 0.011988 \*   
## fat\_type\_factorShortening 11.722 3.376 3.473 0.000914 \*\*\*  
## fat\_type\_factorSunflower -13.611 3.376 -4.032 0.000146 \*\*\*  
## flour\_type\_factorgf -8.292 2.923 -2.836 0.006053 \*\*   
## flour\_type\_factorww -8.000 2.923 -2.737 0.007967 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 10.13 on 66 degrees of freedom  
## Multiple R-squared: 0.5426, Adjusted R-squared: 0.508   
## F-statistic: 15.66 on 5 and 66 DF, p-value: 3.844e-10

Fit the full model, which will contain fat type, flour type, and their interaction

model.interaction <- lm(sim\_tot\_fat ~ fat\_type\_factor\*flour\_type\_factor, data = doughnuts.factorial) # Complete this line  
  
# Use the summary() function to display your results!  
   
summary(model.interaction)

##   
## Call:  
## lm(formula = sim\_tot\_fat ~ fat\_type\_factor \* flour\_type\_factor,   
## data = doughnuts.factorial)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -28.333 -5.958 -0.250 6.667 21.667   
##   
## Coefficients:  
## Estimate Std. Error t value  
## (Intercept) 75.167 4.197 17.910  
## fat\_type\_factorPeanut 3.667 5.935 0.618  
## fat\_type\_factorShortening 7.167 5.935 1.207  
## fat\_type\_factorSunflower -15.167 5.935 -2.555  
## flour\_type\_factorgf -8.833 5.935 -1.488  
## flour\_type\_factorww -15.833 5.935 -2.668  
## fat\_type\_factorPeanut:flour\_type\_factorgf 2.333 8.394 0.278  
## fat\_type\_factorShortening:flour\_type\_factorgf 3.667 8.394 0.437  
## fat\_type\_factorSunflower:flour\_type\_factorgf -3.833 8.394 -0.457  
## fat\_type\_factorPeanut:flour\_type\_factorww 12.833 8.394 1.529  
## fat\_type\_factorShortening:flour\_type\_factorww 10.000 8.394 1.191  
## fat\_type\_factorSunflower:flour\_type\_factorww 8.500 8.394 1.013  
## Pr(>|t|)   
## (Intercept) < 2e-16 \*\*\*  
## fat\_type\_factorPeanut 0.53906   
## fat\_type\_factorShortening 0.23199   
## fat\_type\_factorSunflower 0.01316 \*   
## flour\_type\_factorgf 0.14191   
## flour\_type\_factorww 0.00981 \*\*   
## fat\_type\_factorPeanut:flour\_type\_factorgf 0.78198   
## fat\_type\_factorShortening:flour\_type\_factorgf 0.66380   
## fat\_type\_factorSunflower:flour\_type\_factorgf 0.64954   
## fat\_type\_factorPeanut:flour\_type\_factorww 0.13154   
## fat\_type\_factorShortening:flour\_type\_factorww 0.23820   
## fat\_type\_factorSunflower:flour\_type\_factorww 0.31529   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 10.28 on 60 degrees of freedom  
## Multiple R-squared: 0.5715, Adjusted R-squared: 0.493   
## F-statistic: 7.275 on 11 and 60 DF, p-value: 1.026e-07

Now, conduct one nested model test to conduct the ANOVA-equivalent test of the interaction effect.

# Code to conduct your nested model test here, be sure your results are displayed in your knitted document  
  
anova(model.main, model.interaction, test='F')

## Analysis of Variance Table  
##   
## Model 1: sim\_tot\_fat ~ fat\_type\_factor + flour\_type\_factor  
## Model 2: sim\_tot\_fat ~ fat\_type\_factor \* flour\_type\_factor  
## Res.Df RSS Df Sum of Sq F Pr(>F)  
## 1 66 6768.3   
## 2 60 6340.8 6 427.42 0.6741 0.671

# Question 1, Part 3 - Interpreting your results (5 points)

You will answer three questions comparing the results of your nested regression model tests and the ANOVA-style tests.

Question A: Run the code chunk below to see the results of the one-way ANOVA for fat type you conducted in a previous problem set before answering the question.

doughnuts.fat = aov(sim\_tot\_fat ~ fat\_type\_factor, data=doughnuts.factorial)  
  
summary(doughnuts.fat)

## Df Sum Sq Mean Sq F value Pr(>F)   
## fat\_type\_factor 3 6967 2322.5 20.17 1.86e-09 \*\*\*  
## Residuals 68 7831 115.2   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

Look at the results of the nested model test you conducted for *fat type* in *Question 1, Part 1*. Does the F-change test statistic and p-value from that nested model test match the F statistic and p-value (within rounding) of the test in the one-way ANOVA?

Your answer here (yes/no): Yes

Question B: Run the code chunk below to see the results of the one-way ANOVA for flour type you conducted in a previous problem set before answering the question.

doughnuts.flour = aov(sim\_tot\_fat ~ flour\_type\_factor, data=doughnuts.factorial)  
  
summary(doughnuts.flour )

## Df Sum Sq Mean Sq F value Pr(>F)   
## flour\_type\_factor 2 1063 531.3 2.669 0.0765 .  
## Residuals 69 13736 199.1   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

Look at the results of the nested model test you conducted for *flour type* in *Question 1, Part 1*. Does the F-change test statistic and p-value from that nested model test match the F statistic and p-value (within rounding) of the test in the one-way ANOVA?

Your answer here (yes/no): Yes

Question C) Run the code chunk below to see the results of the two-way ANOVA with an interaction model you conducted in a previous problem set before answering the question.

doughnuts.fact.2aov = aov(sim\_tot\_fat ~ fat\_type\_factor + flour\_type\_factor + fat\_type\_factor\*flour\_type\_factor, data=doughnuts.factorial)  
  
summary(doughnuts.fact.2aov)

## Df Sum Sq Mean Sq F value Pr(>F)   
## fat\_type\_factor 3 6967 2322.5 21.976 1.01e-09 \*\*\*  
## flour\_type\_factor 2 1063 531.3 5.028 0.00958 \*\*   
## fat\_type\_factor:flour\_type\_factor 6 427 71.2 0.674 0.67095   
## Residuals 60 6341 105.7   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

Look at the results of the nested model test you conducted in *Question 1, Part 2*. Does the F-change test statistic and p-value from the nested model test match the F statistic and p-value (within rounding) of the interaction test in the two-way ANOVA with an interaction?

Your answer here (yes/no): Yes

CONTEXT - FISHERMAN DATA (many thanks to Dr. Durso for obtaining this data set)

Data Source: N.B. Al-Majed and M.R. Preston (2000). “Factors Influencing the Total Mercury and Methyl Mercury in the Hair of Fishermen in Kuwait,” Environmental Pollution, Vol. 109, pp. 239-250.

<http://users.stat.ufl.edu/~winner/datasets.html>, downloaded on 4/23/2019

Description: Factors related to mercury levels among fishermen and a control group of non-fishermen.

Variables (names of variables in the data set)

Fisherman indicator (“fisherman”), categorical 0 = No 1 = Yes

Age in years (“age”), continuous

Residence Time in years (“restime”), continuous

Height in cm (“height”), continuous

Weight in kg (“weight”), continuous

Fish meals per week (“fishmlwk”), continuous

Parts of fish consumed (“fishpart”), categorical 0 = none 1 = muscle tissue only 2 = muscle tissue and sometimes whole fish 3 = whole fish

Methyl Mercury in mg/g (“MeHg”), continuous

Total Mercury in mg/g (“TotHg”), continuous

# Do this part before starting Questions 2-4!

Before moving on to conducting automated model selection, you’ll need to do some data processing. First, set the variables you’ll use to the proper data types by completing the lines in the code chunk below. The variables you will include as predictors in your automated model selection are fisherman, age, restime, height, weight, fishmlwk, and fishpart

fish <- read.csv("fishermen\_mercury.csv", header=TRUE, sep=",") # Loads the CSV file into memory. You may need to adapt this line to work on your computer  
   
fish$fisherman\_factor <-as.factor(fish$fisherman) # Complete this line  
   
fish$fishpart\_factor <- as.factor(fish$fishpart) # Complete this line

Check your work by running the following code chunk. Be sure that age, restime, height, weight, and fishmlwk and are either integer-type variables or numeric-type variables (R should type these two appropriately automatically) and that fisherman\_factor and fishpart\_factor are factor-type variables before you complete the rest of the problem set.

str(fish)

## 'data.frame': 135 obs. of 11 variables:  
## $ fisherman : int 1 1 1 1 1 1 1 1 1 1 ...  
## $ age : int 45 38 24 41 43 58 45 46 46 46 ...  
## $ restime : int 6 13 2 2 11 2 6 0 14 5 ...  
## $ height : int 175 173 168 183 175 176 184 170 175 175 ...  
## $ weight : int 70 73 66 80 78 75 85 68 80 75 ...  
## $ fishmlwk : int 14 7 7 7 21 21 21 7 21 7 ...  
## $ fishpart : int 2 1 2 1 1 1 1 2 1 1 ...  
## $ MeHg : num 4.01 4.03 3.58 10.99 10.52 ...  
## $ TotHg : num 4.48 4.79 3.86 11.44 10.85 ...  
## $ fisherman\_factor: Factor w/ 2 levels "0","1": 2 2 2 2 2 2 2 2 2 2 ...  
## $ fishpart\_factor : Factor w/ 4 levels "0","1","2","3": 3 2 3 2 2 2 2 3 2 2 ...

Next, transform the outcome variable, TotHg, by taking it’s log (note: do not conduct a Box Cox transformation; just take the log of the outcome variable). Conducting such a transformation isn’t a routine part of automated model selection, but it is an option for improving regression diagnostics and we’ll use it for this particular problem.

fish$logTotHg <- log(fish$TotHg) # Complete this line

Finally, to make some of the later data manipulation easier, the following code chunk creates a new data set that contains only the transformed outcome and the predictors that will be included in the automated model selection. The select() function as used below requires that you have either the dplyr package or the tidyverse packaged loaded into memory. The first argument identifies the data set (fish) from which variables will be obtained, and the remaining arguments are variables from the fish data set that you want to be copied into the new data set.

fish.auto <- select(fish, fisherman\_factor, fishpart\_factor, age, restime, height, weight, fishmlwk, logTotHg)

Upon occasion, using the select() function will cause an error because there is also a base R function named select(). If you encounter an error and you believe that this is the cause, R allows you to add the library name in front of the function to clarify the source of the function. For example: dpylr::select(fish, fisherman\_factor, fishpart\_factor, age, restime, height, weight, fishmlwk, logTotHg). If you encounter an error running the above code chunk, try adding dpylr:: in front of the select() function.

Have one last look at your data structure to check that everything is as expected:

str(fish.auto)

## 'data.frame': 135 obs. of 8 variables:  
## $ fisherman\_factor: Factor w/ 2 levels "0","1": 2 2 2 2 2 2 2 2 2 2 ...  
## $ fishpart\_factor : Factor w/ 4 levels "0","1","2","3": 3 2 3 2 2 2 2 3 2 2 ...  
## $ age : int 45 38 24 41 43 58 45 46 46 46 ...  
## $ restime : int 6 13 2 2 11 2 6 0 14 5 ...  
## $ height : int 175 173 168 183 175 176 184 170 175 175 ...  
## $ weight : int 70 73 66 80 78 75 85 68 80 75 ...  
## $ fishmlwk : int 14 7 7 7 21 21 21 7 21 7 ...  
## $ logTotHg : num 1.5 1.57 1.35 2.44 2.38 ...

## Question 2 - Forward selection (10 points)

Use forward selection to find the best set of predictors in the fish.auto data set to predict the log of total mercury (logTotHg). Be sure to include fisherman+\_factor, age, restime, height, weight, fishmlwk, and fishpart\_factor in your pool of potential predictors. Do not include interaction terms or polynomial terms as part of your pool of potential predictors.

Be sure to include trace=1 in your function.

# Code for conducting a forward selection, don't forget to set trace = 1 as part of the step() function  
fmla <- as.formula(str\_c("logTotHg ~ ", str\_c(names(fish.auto)[1:(ncol(fish.auto)-1)], collapse= "+")))  
  
forward.model<-step(lm(logTotHg~1,data=fish.auto),scope = fmla, direction="forward", trace = 1)

## Start: AIC=-35.75  
## logTotHg ~ 1  
##   
## Df Sum of Sq RSS AIC  
## + weight 1 14.4439 87.622 -54.353  
## + fishpart\_factor 3 16.2863 85.779 -53.222  
## + height 1 2.8525 99.213 -37.580  
## + fisherman\_factor 1 2.7102 99.356 -37.387  
## + fishmlwk 1 2.1889 99.877 -36.680  
## <none> 102.066 -35.754  
## + age 1 0.9863 101.079 -35.065  
## + restime 1 0.9818 101.084 -35.059  
##   
## Step: AIC=-54.35  
## logTotHg ~ weight  
##   
## Df Sum of Sq RSS AIC  
## + fishpart\_factor 3 11.0779 76.544 -66.600  
## + fisherman\_factor 1 3.9920 83.630 -58.648  
## + fishmlwk 1 1.7671 85.855 -55.103  
## <none> 87.622 -54.353  
## + age 1 0.6720 86.950 -53.392  
## + restime 1 0.3533 87.269 -52.898  
## + height 1 0.3217 87.300 -52.849  
##   
## Step: AIC=-66.6  
## logTotHg ~ weight + fishpart\_factor  
##   
## Df Sum of Sq RSS AIC  
## <none> 76.544 -66.600  
## + fisherman\_factor 1 0.255106 76.289 -65.051  
## + height 1 0.253720 76.290 -65.048  
## + age 1 0.028570 76.515 -64.651  
## + fishmlwk 1 0.016532 76.527 -64.629  
## + restime 1 0.001631 76.542 -64.603

Display the model selected using forward selection by using the summary() function.

# Display the model selected by forward selection using the summary() function!  
  
summary(forward.model)

##   
## Call:  
## lm(formula = logTotHg ~ weight + fishpart\_factor, data = fish.auto)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -4.4462 -0.2406 0.0432 0.4148 1.8856   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -2.94571 0.76915 -3.830 0.000199 \*\*\*  
## weight 0.04106 0.01037 3.960 0.000123 \*\*\*  
## fishpart\_factor1 1.18211 0.28983 4.079 7.85e-05 \*\*\*  
## fishpart\_factor2 0.99304 0.25679 3.867 0.000173 \*\*\*  
## fishpart\_factor3 1.26124 0.35505 3.552 0.000533 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.7673 on 130 degrees of freedom  
## Multiple R-squared: 0.2501, Adjusted R-squared: 0.227   
## F-statistic: 10.84 on 4 and 130 DF, p-value: 1.3e-07

## Question 3 - Backward selection (10 points)

Use backward selection to find the best set of predictors in the fish.auto data set to predict the log of total mercury (logTotHg). Be sure to include fisherman+\_factor, age, restime, height, weight, fishmlwk, and fishpart\_factor in your pool of potential predictors. Do not include interaction terms or polynomial terms as part of your pool of potential predictors.

Be sure to include trace=1 in your function.

# Code for conducting a backward selection, don't forget to set trace = 1 as part of the step() function  
fmla.max = as.formula("logTotHg ~ fisherman\_factor + age + restime + height + weight + fishmlwk + fishpart\_factor")  
  
fmla.null = as.formula("logTotHg ~ 1")  
  
backward.model<-step(lm(fmla,data=fish.auto),scope=fmla.null, direction="backward", trace = 1)

## Start: AIC=-57.62  
## logTotHg ~ fisherman\_factor + fishpart\_factor + age + restime +   
## height + weight + fishmlwk  
##   
## Df Sum of Sq RSS AIC  
## - restime 1 0.0098 75.981 -59.598  
## - age 1 0.0141 75.985 -59.590  
## - fishmlwk 1 0.0323 76.003 -59.558  
## - height 1 0.2509 76.222 -59.170  
## - fisherman\_factor 1 0.2666 76.237 -59.142  
## <none> 75.971 -57.615  
## - fishpart\_factor 3 7.1200 83.091 -51.521  
## - weight 1 7.9943 83.965 -46.108  
##   
## Step: AIC=-59.6  
## logTotHg ~ fisherman\_factor + fishpart\_factor + age + height +   
## weight + fishmlwk  
##   
## Df Sum of Sq RSS AIC  
## - age 1 0.0061 75.987 -61.587  
## - fishmlwk 1 0.0299 76.010 -61.545  
## - fisherman\_factor 1 0.2569 76.237 -61.142  
## - height 1 0.2653 76.246 -61.127  
## <none> 75.981 -59.598  
## - fishpart\_factor 3 7.1148 83.095 -53.514  
## - weight 1 8.0450 84.025 -48.011  
##   
## Step: AIC=-61.59  
## logTotHg ~ fisherman\_factor + fishpart\_factor + height + weight +   
## fishmlwk  
##   
## Df Sum of Sq RSS AIC  
## - fishmlwk 1 0.0280 76.015 -63.537  
## - height 1 0.2632 76.250 -63.120  
## - fisherman\_factor 1 0.2767 76.263 -63.096  
## <none> 75.987 -61.587  
## - fishpart\_factor 3 7.2091 83.196 -55.351  
## - weight 1 8.0458 84.032 -50.000  
##   
## Step: AIC=-63.54  
## logTotHg ~ fisherman\_factor + fishpart\_factor + height + weight  
##   
## Df Sum of Sq RSS AIC  
## - height 1 0.2743 76.289 -65.051  
## - fisherman\_factor 1 0.2756 76.290 -65.048  
## <none> 76.015 -63.537  
## - fishpart\_factor 3 7.2012 83.216 -57.318  
## - weight 1 8.0193 84.034 -51.997  
##   
## Step: AIC=-65.05  
## logTotHg ~ fisherman\_factor + fishpart\_factor + weight  
##   
## Df Sum of Sq RSS AIC  
## - fisherman\_factor 1 0.2551 76.544 -66.600  
## <none> 76.289 -65.051  
## - fishpart\_factor 3 7.3410 83.630 -58.648  
## - weight 1 9.4869 85.776 -51.228  
##   
## Step: AIC=-66.6  
## logTotHg ~ fishpart\_factor + weight  
##   
## Df Sum of Sq RSS AIC  
## <none> 76.544 -66.600  
## - fishpart\_factor 3 11.0779 87.622 -54.353  
## - weight 1 9.2355 85.779 -53.222

Display the model selected using forward selection by using the summary() function.

# Display the model selected by backward selection using the summary() function!  
  
summary(backward.model)

##   
## Call:  
## lm(formula = logTotHg ~ fishpart\_factor + weight, data = fish.auto)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -4.4462 -0.2406 0.0432 0.4148 1.8856   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -2.94571 0.76915 -3.830 0.000199 \*\*\*  
## fishpart\_factor1 1.18211 0.28983 4.079 7.85e-05 \*\*\*  
## fishpart\_factor2 0.99304 0.25679 3.867 0.000173 \*\*\*  
## fishpart\_factor3 1.26124 0.35505 3.552 0.000533 \*\*\*  
## weight 0.04106 0.01037 3.960 0.000123 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.7673 on 130 degrees of freedom  
## Multiple R-squared: 0.2501, Adjusted R-squared: 0.227   
## F-statistic: 10.84 on 4 and 130 DF, p-value: 1.3e-07

## Question 4 - Best subsets selection (10 points)

Use best subsets selection to find the best set of predictors in the fish.auto data set to predict the log of total mercury (logTotHg). Be sure to include fisherman\_factor, age, restime, height, weight, fishmlwk, and fishpart\_factor in your pool of potential predictors. Do not include interaction terms or polynomial terms as part of your pool of potential predictors.

For this problem, choose the best model based on BIC.

# Code for conducting a best subsets selection  
fmla.max = as.formula("logTotHg ~ fisherman\_factor + age + restime + height + weight + fishmlwk + fishpart\_factor")  
  
x<-model.matrix(fmla.max, data=fish.auto)  
  
y<-fish.auto$logTotHg  
  
best<-regsubsets(x=x[,2:ncol(x)], y=y, method="exhaustive", nvmax=9, nbest=1)  
  
summary(best) # Shows "star" table, which shows the predictors that were in the best model of each size

## Subset selection object  
## 9 Variables (and intercept)  
## Forced in Forced out  
## fisherman\_factor1 FALSE FALSE  
## age FALSE FALSE  
## restime FALSE FALSE  
## height FALSE FALSE  
## weight FALSE FALSE  
## fishmlwk FALSE FALSE  
## fishpart\_factor1 FALSE FALSE  
## fishpart\_factor2 FALSE FALSE  
## fishpart\_factor3 FALSE FALSE  
## 1 subsets of each size up to 9  
## Selection Algorithm: exhaustive  
## fisherman\_factor1 age restime height weight fishmlwk fishpart\_factor1  
## 1 ( 1 ) " " " " " " " " "\*" " " " "   
## 2 ( 1 ) "\*" " " " " " " "\*" " " " "   
## 3 ( 1 ) "\*" " " " " " " "\*" " " "\*"   
## 4 ( 1 ) " " " " " " " " "\*" " " "\*"   
## 5 ( 1 ) "\*" " " " " " " "\*" " " "\*"   
## 6 ( 1 ) "\*" " " " " "\*" "\*" " " "\*"   
## 7 ( 1 ) "\*" " " " " "\*" "\*" "\*" "\*"   
## 8 ( 1 ) "\*" "\*" " " "\*" "\*" "\*" "\*"   
## 9 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*"   
## fishpart\_factor2 fishpart\_factor3  
## 1 ( 1 ) " " " "   
## 2 ( 1 ) " " " "   
## 3 ( 1 ) " " " "   
## 4 ( 1 ) "\*" "\*"   
## 5 ( 1 ) "\*" "\*"   
## 6 ( 1 ) "\*" "\*"   
## 7 ( 1 ) "\*" "\*"   
## 8 ( 1 ) "\*" "\*"   
## 9 ( 1 ) "\*" "\*"

Display the model selected using best subsets selection with BIC values. Note: you do not need to “scrape” from the results of using regsubsets() to earn full credit here - you just need to display the model selected using that process, which you can specify manually if you so choose.

# Display the model selected by best subsets selection   
  
qplot(1:length(summary(best)$bic),summary(best)$bic)

![](data:image/png;base64,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)

best.subset.bic<-which(summary(best)$bic==min(summary(best)$bic))[1] # Min function searches BICs and shows model number  
best.subset.bic

## [1] 4

To compare the results of the best subsets selection with the results of forward and backward selection, you’ll need to convert the model BIC values to AIC values. There is an example of how to do this in the async (3.3 Best Subsets Selection).

# Convert BIC values to AIC values here  
BICs<-summary(best)$bic  
qs<-1:length(BICs)+2  
n<-nrow(fish)  
AICs<-BICs-log(n)\*qs+2\*qs  
  
BICs

## [1] -10.788648 -12.178387 -9.609891 -14.320145 -9.865550 -5.446482 -0.590922  
## [8] 4.303460 9.191314

AICs

## [1] -19.50447 -23.79949 -24.13626 -31.75179 -30.20247 -28.68868 -26.73840  
## [8] -24.74929 -22.76671

Once this is done, determine the best model using best subsets using the AIC values

# Put any code you use to re-determine the best model using best subsets selection with AIC values  
  
qplot(1:length(AICs),AICs)
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Display the model selected using best subsets selection with AIC values. Again, you don’t have to “scrape” from the results of using regsubsets().

# Display the model selected by best subsets selection   
  
best.subset.aic<-which(AICs==min(AICs))[1]  
best.subset.aic

## [1] 4

## Question 5 - 5 points

Question A: Which predictors were included in the model you chose using forward selection?

Your answer here: weight and fishpart\_factor

Question B: Which predictors were included in the model you chose using backward selection?

Your answer here: weight and fishpart\_factor

Question C: Which predictors were included in the model you chose using best subsets selection (AIC)?

Your answer here: weight and fishpart\_factor

Question D: Which predictors were included in the model you chose using best subsets selection (BIC)?

Your answer here: weight and fishpart\_factor