Documentation

Question 1

Created a Github repo named under heksx, my rendition of HTX EKS as to make it more discrete.

Region chosen in ap-southeast-1 (Singapore) for high availability and since this project is for HTX, choosing a data center in Singapore allows better control for our data. But I do see a downside where if something were to happen like regional outage or natural disasters (though slim), this will cause all operations to stop.

Module “eks” is used to simplify the creation and for the versioning, read the documentation for this release and find news to ensure that v20 is okay to use. Decided to choose v20 instead of 1 version down as to reduce upgrade headache in the future.

Ref: https://github.com/terraform-aws-modules/terraform-aws-eks/releases

Same goes for cluster\_version v1.31

Ref: <https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-versions-standard.html>

Variable cluster\_endpoint\_public\_access  = false and cluster\_endpoint\_private\_access = true

added to ensure that no public access into cluster endpoint. Cluster endpoint is only accessible via VPC.

For the instance type, m6i.large was chosen by me as even though I may not understand what algorithm is being used here, I am taking it as an early implementation. So I am using m6i.large for a lightweight low cost instance. This instance has 8GB memory so it should be able to run basic pre processing and ML tuning. If the algorithm becomes larger and require a higher compute or memory intense instance, I will upgrade them to g5 series. G5 is said to give good balanced power with good cost efficiency. Even higher performance will require choice of p3dn or p4d. Ref: <https://www.reddit.com/r/MachineLearning/comments/11f0zs6/d_which_ec2_instance_types_do_you_use_for/>