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## Abstract

*TODO: Add references*

The continuous development and diversification of species distribution models (SDMs) necessitates a comprehensive examination of both conventional and emerging techniques. This literature review focuses on the application of presence-only prediction techniques, including Poisson point processes and MaxEnt, in the context of bird species distribution modeling. The review seeks to critically analyze the performance of traditional machine learning models such as xgboost, logistic regression, and random forests against the more specialized presence-only prediction techniques (Zhang et al., 2019; Valavi et al., 2021). Moreover, the exploration of Bayesian methods, data processing mechanisms, and innovative sampling methodologies aims to shed light on strategies to enhance model performance and reduce bias. The overarching goal of this review is to provide a systematic foundation for further research into the integration and optimization of various modeling strategies for presence-only predictions.

## Introduction

### Background and Significance

Species distribution modeling (SDM) has become increasingly crucial in the realm of ecological research. Driven by advancements in technology, remote sensing, and computational capabilities, there has been a proliferation of methods to predict species distributions (Renner & Warton, 2013; Marmion et al., 2008; O’Sullivan and Unwin, 2010). These models often center around unique datasets, such as presence-only data, which poses unique challenges for statistical modeling due to inherent uncertainty from data censoring and specific sampling procedures.

In the context of presence-only data, earlier modeling techniques primarily focused on measuring environmental similarities. Contemporary methods, however, emphasize modeling species’ suitability in relation to the surrounding environment. This is accomplished by leveraging what is known as “background” or “pseudo-absence” data—specific locations within the study area where a species’ presence is unconfirmed but which represent a spectrum of environmental conditions (Busby 1991, Carpenter et al. 1993; Phillips et al., 2009b).

In modeling presence-only data, certain strategies have remained prominent and evolved through continued research. Poisson point processes, within likelihood and Bayesian contexts, model solely using presence points and environmental covariates, eliminating the need for absence or pseudo-absence points. Conversely, logistic regression and Maximum Entropy utilize both observations and pseudo-absence points as binary indicators, incorporating environmental and temporal variables as predictors (Warton & Shepherd, 2010; Chakraborty et al., 2011; Ward et al., 2009; Dorazio, 2012).

*TODO: add references*

Recently, traditional machine learning models such as Random Forests, Support Vector Machines, and Gradient Boosting Machines have also been adopted for presence-only data modeling, using “pseudo-absence” points to determine species’ distributions. These algorithms detect complex, non-linear relationships in the data, enhancing predictions of species occurrences. Through ensemble methods or kernel-based strategies, they effectively capture the nuanced patterns and interactions inherent in ecological datasets.

While traditional machine learning models have gained traction in recent years, Bayesian approaches offer another layer of sophistication. Bayesian models are recognized for their ability to address the complexities and uncertainties characteristic of presence-only data. Key techniques in Bayesian modeling include Markov Chain Monte Carlo (MCMC) and the Integrated Nested Laplace Approximation with Stochastic Partial Differential Equation (INLA-SPDE). Though MCMC is a proven method, INLA-SPDE offers a more efficient computational framework. Both strategies deliver models that enable precise quantification of uncertainties (Divino, 2013; Lezama-Ochoa et al., 2020).

### Objective of the Literature Review

The objective of this review is to critically evaluate and synthesize the developments in presence-only prediction techniques. The exploration aims to shed light on the performance of traditional machine learning models against more specialized techniques, diving deep into the nuances of Bayesian methods, presence-only data processing mechanisms, and innovative sampling methodologies.

## Pseudo-Absence Data in Presence-Only Models

### Pseudo-absence Selection Strategies

The selection of pseudo-absence data directly impacts the accuracy and reliability of presence-only models. Before discussing primary methods and models in subsequent sections, understanding the intricacies of pseudo-absence selection is essential.

Wisz and Guisan (2009) assessed the impacts of different pseudo-absence selection strategies on species distribution models and their predictions. Specifically, they examined the use of (a) real absences, (b) pseudo-absences randomly chosen from the background, and (c) a two-step approach using pseudo-absences from low suitability regions predicted by Ecological Niche Factor Analysis (ENFA) or BIOCLIM. The study highlighted that while logistic regression modelling (LRM) has been a popular choice for predicting potential species distributions, its dependency on absence data has limited its applicability, especially when studying species with insufficient absence data. Wisz and Guisan (2009) further distinguished between two key techniques for relating field observations to environmental predictor variables. The “profile techniques” use data documenting only the species presence and include methods like BIOCLIM, DOMAIN, and ENFA. On the other hand, “group discrimination techniques” require both presence and absence data, with logistic regression modelling (LRM), a subset of generalized linear models (GLM), being a prevalent approach. However, due to the inherent challenges associated with the absence of data in many species distribution studies, pseudo-absences are often used. One identified concern with random pseudo-absences is their potential overlap with actual species presence locations, leading to potential model inaccuracies.

In a notable two-step modeling example, Engler et al. used the profile technique “ENFA” to map habitat suitability and then selected pseudo-absences from low suitability areas. These pseudo-absences were then integrated into a subsequent logistic regression model to forecast the species’ potential distribution. However, Wisz and Guisan (2009) found that two-step modeling approaches often received weak support from data. Using a virtual species approach, which defines a species’ distribution *a priori*, the study demonstrated that models based on randomly selected pseudo-absences, despite having lower fit to training data, showed superior predictive power and variable selection over the two-step methods. It was suggested that two-step pseudo-absences tend to result in overfit models, which while they might better fit the training data, lose generality and thus have reduced predictive power on independent samples.

Furthermore, the study accentuated the importance of parsimony in model selection. Contrary to methods like BIOCLIM and ENFA, which lack a mechanism for predictor selection and can’t incorporate quadratic relationships to predictors, parsimonious models (with fewer predictor variables) are believed to offer better predictive power. As an example, models like MAXENT, which calibrate complexity based on sample size, often outperform models that employ intricate response shapes irrespective of sample size. Ultimately, the rigorous model selection process, aiming to select the most pertinent predictors and accurate parameter estimates, remains paramount in the modeling procedure (Wisz & Guisan, 2009).

Senay et al. (2013) delved deeper into the realm of pseudo-absence selection, specifically for spatial distribution models (SDMs). As the field continues to expand, a multitude of techniques have emerged, each with varied results concerning their efficacy. Noting the paramount importance of both presence and absence data in generating reliable SDM predictions, Senay et al. emphasized the demand for a method that seamlessly integrates both geographical and environmental aspects. This would ideally lead to pseudo-absence points representative in both realms.

In response to this demand, Senay et al. (2013) introduced a distinctive three-tiered methodology. The inaugural step focuses on defining a geographically appropriate boundary around species presence points. This is achieved by analyzing environmental variables across varied distances, ensuring that the boundary isn’t determined by an arbitrary radius alone. The next phase pinpoints areas that are environmentally distinct from known presence points, yet remain within the earlier specified distance boundary. In the concluding step, K-means clustering is utilized to filter potential pseudo-absences. The centroids of clusters, which are environmentally distinct as ascertained in the second step, are prioritized.

The significance of SDMs cannot be understated. These models have found critical applications in forecasting species distributions for conservation efforts, biocontrol introductions, and especially in assessing the potential spread of invasive species. Their rise in popularity can largely be attributed to the convergence of enhanced data availability and the strides in computational capability. At their core, SDMs predict species’ distributions based on their observed environmental niche from known presence locations. While mechanistic or process-driven models offer a valuable alternative, they demand a profound grasp of a species’ environmental and physiological needs, which isn’t always viable. A prevalent concern regarding SDMs is their accuracy, especially when absence data is sparse or unreliable. Senay et al. addressed this concern by spotlighting the challenges in discerning genuine absences, which could be masked by factors like undetected species presence, natural obstructions, or even short-term migration patterns (Jime´nez-Valverde et al, 2008; Phillips et al., 2006; Lobo et al., 2010; Peterson, 2006; Kearney & Porter, 2009; Wisz & Guisan, 2009; Soberon & Peterson, 2005).

To bridge the gap presented by the scarcity of absence data, Senay et al. categorized the primary modeling approaches into three distinct groups: basic presence-only models, enhanced presence-only models, and the comprehensive presence-absence models. The basic models utilize only presence data to sketch species distributions, while their enhanced counterparts integrate these data with pivotal background environmental variables, as seen in models such as MaxEnt, ENFA, and PBL. The presence-absence models incorporate both data types to predict habitat suitability or overall species distribution. In scenarios where genuine absence data is lacking, these models often rely on the generation of pseudo-absence points. The range of these models spans from traditional regression-based ones, like GLM and GAM, to cutting-edge machine learning algorithms such as ANN, SVM, and naïve Bayes. Concluding their discussion, the authors detailed the three primary pseudo-absence selection techniques: random selection, geographically constrained selection, and those anchored in environmental considerations, with the latter gaining traction due to its proven enhanced precision (Hirzel et al., 2002; Li et al., 2011; Elith et al., 2006; Lorena et al., 2011; Chefauoui & Lobo, 2008; Warton & Shepherd, 2010; Hengl, 2009).

## Presence/Absence vs. Presence-Only Data

Building on the complexities of pseudo-absence selection, it’s crucial to dissect the differences between presence/absence and presence-only data as these distinctions have important implications. Gelfand (2018) explores these nuances, emphasizing the contrasting characteristics between the two data types. Notably, the locations are fixed under presence/absence data, whereas they are random for presence-only data. This distinction creates an incompatibility in defining the “probability of presence” between the two types. Contrary to the assertions in previous literature which suggests that presence/absence modeling can be derived from presence-only specifications (Dorazio, 2014; Royle et al., 2012; Hastie and Fithian, 2013), and that fusion of the two data types can be easily executed (Pacifici et al., 2017), Gelfand argues otherwise. He recommends modeling presence/absence data at the point level, requiring the specification of two surfaces. One surface gives the probability of presence at any location, while the second, a realization from the first, provides a binary map yielding the results of Bernoulli trials at all locations, which is only partially observed. In contrast, presence-only data should be modeled using a (partially observed) point pattern, emerging from a random count of individuals seen at random locations, steered by an intensity function specification, with no association to Bernoulli trials but rather with areas.

Furthermore, Gelfand (2018) underscores the need for coherent modeling in species distribution studies. The presence-only perspective provides for intensities through point patterns, leading to intensity surfaces that can be converted to density surfaces. These surfaces express the relative likelihood of observing a species at one location versus another but do not equate to a probability of presence surface. He delves into the technicalities of presence probability, noting that equating probability of presence to “one or more” sightings of a species can lead to local distortion (Aarts et al., 2012). The probability of presence does not discern between a single or multiple observations within a given set.

Building on this, Gelfland discusses the complexities of species distribution within a specified region, noting the finite presence in any bounded area. Consequently, presence cannot be simply dimensionalized at a point but can be point-referenced in observations. At point-level, the presence/absence surface over a region manifests as distinct “patches” where a species is found. These patches, from an ecological perspective, can be visualized as dense collections of individuals of a specific species, with absences being distinguished by sufficiently large gaps. Importantly, presence/absence is seen as a local phenomenon, suggesting that if presence is noted at a location , then it is also present throughout a sufficiently small neighborhood, , of . Consequently, the actual presence/absence surface remains locally constant, taking value 1 in a patch and 0 otherwise.

Gelfand (2018) calls for a more meticulous approach to modeling when studying species distributions. Recognizing and accounting for the inherent incompatibilities between data types is pivotal to ensure accurate inference.

## Strategies to Address Bias

## MaxEnt and Poisson Point Processes in Species Distribution Modeling

### Theoretical Underpinnings

Maximum Entropy (MaxEnt) and Poisson Point Processes (PPMs) have been identified as essential tools for species distribution modeling (SDM). The appeal of SDM lies in its potential to address significant questions, such as the impact of climate change on species distributions. Recent advancements in remote sensing, GIS, and computational power have further facilitated the development of these models (Renner & Warton, 2013; Thullier et al., 2008; O’Sullivan and Unwin, 2010).

MaxEnt models the probability per grid cell and analyzes data after aggregating them into presence/absence grid cells. In contrast, a Poisson PPM models the limiting expected count or intensity per unit area, rather than per grid cell. This per area basis, compared to per grid cell, is a significant distinction between the two approaches (Renner & Warton, 2013).

Interestingly, Renner & Warton (2013) highlight the mathematical equivalence of the MaxEnt procedure and Poisson regression, asserting that both approaches fit the same model and estimate parameters to maximize the same function up to a constant. Moreover, the MaxEnt and PPM solutions for grid cell data are proportional, with identical estimates of slope parameters.

### Applications and Limitations

MaxEnt’s applications are sometimes hindered by its shortcomings. It lacks clarity regarding diagnostic tools to assess model fit and is unclear about the spatial resolution when constructing grid cells (Renner & Warton, 2013).

A key limitation of MaxEnt is its scale dependence of predicted probabilities and arbitrary choice of spatial resolution. The per grid cell analysis is not invariant under choice of spatial resolution, unlike PPM, which models intensity on a per area basis (Renner & Warton, 2013). MaxEnt also fails to estimate the intercept consistently, diverging to −∞ as spatial resolution increases (Renner & Warton, 2013; Elith et al., 2011).

PPM, on the other hand, offers various solutions to MaxEnt’s problems. Predicted intensities in PPM are scale-invariant, and spatial resolution can be increased until log-likelihood converges. Various goodness-of-fit procedures are available for PPM, enabling more robust model adequacy assessment (Renner & Warton, 2013; Cressie, 1993; Baddeley et al., 2005).

Warton & Shepherd (2010) introduce PPMs as an alternative to pseudo-absence approaches, which have weaknesses in model specification, interpretation, and implementation. Point process modeling directly addresses these concerns, proposing a more sound specification for observed data without needing to generate new data. PPM also provides a framework for the selection of pseudo-absences, an area often tackled ad hoc in ecology (Warton & Shepherd, 2010).

### Insights into Presence-Only Prediction

Presence-only prediction is a critical aspect of species distribution modeling. MaxEnt is limited in this regard due to its scale dependence and the current ambiguity over the spatial resolution (Renner & Warton, 2013).

PPM is proposed as a solution to the “pseudo-absence problem” in presence-only data, providing a more robust specification, clearer interpretation, and structured implementation than MaxEnt. The problems related to the pseudo-absence approach, specifically those associated with model specification, interpretation, and implementation, are rectified through the application of a point process modeling framework (Warton & Shepherd, 2010). Various authors have addressed the confusion over how pseudo-absences should be chosen (Elith and Leathwick, 2007; Guisan et al., 2007; Zarnetske, Edwards, and Moisen, 2007; Phillips et al., 2009), recognizing that the selection method can yield different outcomes (Chefaoui and Lobo, 2008).

Studies have demonstrated that logistic regression slope parameters and their corresponding standard errors converge to those of the Poisson point process model as the number of pseudo-absences is increased (Warton & Shepherd, 2010). This demonstrates that the PPM approach successfully addresses the arbitrary nature of pseudo-absence selection, signifying that a specific form of point process model is being estimated, even in the utilization of pseudo-absence methods. Current selection procedures for pseudo-absences do not align with best practices, as they are frequently chosen at random and lack a basis in convergence criteria (Pearce and Boyce, 2006; Zarnetske, Edwards, and Moisen, 2007).

The exploration of MaxEnt and PPM in species distribution modeling reveals intriguing similarities and critical differences between these two methods. While MaxEnt is challenged by its shortcomings, including scale dependence and lack of consistent intercept estimation, PPM offers robust solutions, especially for presence-only prediction. The equivalence between MaxEnt and PPM and the insights into the pseudo-absence problem signify a notable contribution to ecological modeling, pointing to the potential for further refinements and innovations in the field.

## Machine Learning Models for Species Distribution Modeling

Zhang et al. (2019) expound on the power of the Random Forests (RF) as a Species Distribution Model (SDM) algorithm. At its core, RF is an ensemble learning technique designed to produce both categorical and numerical species distribution maps, a feat achieved using the classification tree (CT) and regression tree (RT) algorithms respectively (Strobl et al., 2009). CT, in its statistical essence, also has the capability to provide probabilistic predictions, known as class probability (Zhang et al., 2019). The quintessence of RF lies in its bootstrap samples which are harnessed to construct a plethora of decision trees, which are then aggregated to predict new data. In the context of CT, model output is often categorical and determined by the proportion of votes, with the ratio for presence in CT potentially being leveraged as a relative index of occurrence or numerical prediction (Strobl et al., 2009).

With an abundance of metrics available for evaluating SDM performance, discerning the most effective one becomes challenging (Fielding & Bell, 1997; Liu et al., 2011). Different metrics invariably have their unique strengths, weaknesses, and methods of weighting prediction errors like omission, commission, or confusion. Emphasizing the importance of utilizing multiple performance metrics, Zhang et al. (2019) underscore the utility of threshold-independent evaluations such as root mean square error (RMSE), mean absolute prediction error (MAE), coefficient of determination (R^2), mean cross entropy (MXE), and several AUC measures. Numerical predictions, in particular, are distinguished by their discrimination capacity, such as AUC values, and reliability metrics, including RMSE, MAE, and R^2 (Liu et al., 2011; Pearce & Ferrier, 2000). The inherent importance of these two facets (reliability and discrimination capacity) is contingent upon the model’s application and the user’s proficiency level (Pearce & Ferrier, 2000).

A significant challenge emerges when converting numerical predictions to binary predictions, primarily because the optimal threshold is influenced by the choice of threshold-setting method. This choice has palpable ramifications on the estimation of RF model performance and potential species range shifts due to climate change (Zhang et al., 2019). Out of multiple threshold methods explored, Zhang et al. (2019) highlighted four as particularly promising for binary conversions of continuous predictions with presence-only data: MaxKappa, MaxOA, MinROCdist, and MaxTSS. These methods demonstrated consistent performance in threshold determination, model performance, and range shift projection. Notably, the default CT classification method was deemed suboptimal for binary conversions (Zhang et al., 2017).

To conclude, the researchers proposed a detailed procedural framework for harnessing RF methods with presence-only data in modeling species distributions. This framework emphasizes the importance of the RT model when prioritizing model discrimination capacity over reliability, and the converse. While the framework offers a generic concept suited for virtually any model prediction question utilizing presence-only data, its applications might necessitate fine-tuning depending on specific species and contexts, highlighting the diverse nuances of the ecosystem (Zhang et al., 2017).

## Bayesian Approaches in Species Distribution Modeling

### Integrated Nested Laplace Approximation with Stochastic Partial Differential Equation (INLA‑SPDE)

The Integrated Nested Laplace Approximation with Stochastic Partial Differential Equation (INLA-SPDE) framework presents a Bayesian approach for handling the challenges of species distribution modeling (SDM). Bayesian models such as INLA-SPDE are adept at addressing complex datasets laden with spatial and temporal autocorrelations, thus providing an alternative to frequentist approaches, which yield fixed parameter estimates (Lezama-Ochoa et al., 2020; Martínez-Minaya et al., 2018; Blangiardo & Cameletti, 2015).

The INLA-SPDE method excels in capturing both well-known and more marginal areas where species are found, thereby expanding the predictive capacity of SDMs (Lezama-Ochoa et al., 2020). This framework incorporates multilevel structures with spatial random effects, which are stochastic processes indexed in space. This strategy adequately represents the various spatially explicit processes influencing species patterns (Lezama-Ochoa et al., 2020; Pennino et al., 2017; Redding et al., 2017).

One distinct advantage of the INLA-SPDE approach is its utilization of Delaunay triangulation over regular grids commonly used in SDMs. This triangulation congregates additional information in regions with higher density of observations, leading to more accurate predictions (Lezama-Ochoa et al., 2020).

Despite its capabilities, INLA-SPDE faces specific limitations such as difficulties in processing categorical variables and challenges in effective triangulation for analyzing spatial data (Lezama-Ochoa et al., 2020). Furthermore, although it offers a faster computational alternative to Markov Chain Monte Carlo (MCMC) methods, it should not replace MCMC entirely but rather serve as a complementary or alternative approach (Rue et al.; Lezama-Ochoa et al., 2020).

The Bayesian foundation of INLA-SPDE also allows for the explicit quantification of uncertainties, providing credible intervals and standard deviations in addition to point estimates (Lezama-Ochoa et al., 2020). This explicit quantification is particularly vital for management decisions, as it provides a fuller understanding of the model’s predictions.

For a holistic understanding of species distribution, it is essential to contrast INLA-SPDE with other SDMs like Random Forests, MaxEnt, and Boosted Regression Trees. Each model carries its unique set of strengths and limitations, warranting careful consideration for effective species management (Lezama-Ochoa et al., 2020).

### Markov Chain Monte Carlo (MCMC)

Divino (2013) dives deep into the intricate nuances of modeling presence-only data, presenting a hierarchically structured Bayesian model tailored for estimating parameters of a linear logistic regression suited to presence-only data. The core objective of this model is to bridge the observed stratum variable with covariates , even in scenarios where there’s a conspicuous absence of a binary response . The presence of this absence, as Divino highlights, induces dual layers of uncertainty: one emanating from the censoring mechanism and the other from the sampling procedure itself.

Several key equations underscored by Divino (2013) illuminate the mechanics of the model. At the forefront is the presence-only data approximation:

This equation serves as a nuanced modification to the conventional linear regression model, sculpting it to align more harmoniously with presence-only datasets. It elegantly blends the regular linear prediction, , with a logarithmic term that serves as a correction factor. Delving further, there are the approximations for the conditional probability of occurrence and the marginal probability upon marginalizing over . These equations are instrumental in capturing the subtleties of presence-only data and its inherent complexities.

At the heart of the Bayesian framework is the Markov Chain Monte Carlo (MCMC) algorithm. Here, Divino (2013) shines a spotlight on the integral role of data augmentation within the MCMC computation. This step, characterized by augmenting the observed dataset to a more amenable distribution, is pivotal. It ensures that at each iteration, a consistent value for can be derived, essential for fine-tuning the regression function for presence-only data.

Moreover, the MCMC algorithm is laid out in a sequential scheme:

1. Initialization of hyperparameters and latent variables.
2. Calculation of the sum of latent variables to adjust the regression function.
3. Sampling of hyperparameters based on the observed data.
4. Estimation of linear parameters conditional on the hyperparameters.
5. A sampling step for unobserved data in the presence-only framework.

The process, iterative in nature, is reiterated to refine estimates, thereby leveraging the strengths of Bayesian methods.

Divino (2013) summarizes the hierarchical layout for the Bayesian model as follows:

1. At the summit, the hyperparameter , governing the distribution of , offering flexibility.
2. Descending a level, the linear parameters , which illuminate the relationship between the covariates and the response .
3. Further down the unobserved data are modeled as latent parameters in a Bernoulli distribution.
4. At the base, the likelihood tethered to the observable variable .

Through this layered approach, Divino (2013) encapsulates the multiple sources of uncertainty, providing a cohesive structure for handling presence-only data.

Within the realm of academic inquiry, the integration of the Bayesian modeling strategy with the MCMC framework, as articulated by Divino (2013), manifests as a sophisticated and robust approach for analyzing presence-only data. As the relevance of such data intensifies, especially in disciplines such as ecology, Divino’s model and methodological paradigm offer a significant reference point for subsequent studies endeavoring to achieve dependable predictions and inferences.
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