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1. (1%) 解釋什麼樣的data preprocessing可以improve你的training/testing accuracy，e.g., 你怎麼挑掉你覺得不適合的data points。請提供數據(例如 kaggle public score RMSE)以佐證你的想法。
2. (1%) 請實作 2nd-order polynomial regression model (不用考慮交互項)。
3. 貼上 polynomial regression 版本的 Gradient descent code 內容

**def** minibatch**(**x**,** y**,** config**):**

# Randomize the data in minibatch

index **=** np**.**arange**(**x**.**shape**[**0**])**

np**.**random**.**shuffle**(**index**)**

x **=** x**[**index**]**

y **=** y**[**index**]**

# Initialization

batch\_size **=** config**.**batch\_size

lr **=** config**.**lr

lam **=** config**.**lam

epoch **=** config**.**epoch

beta\_1 **=** np**.**full**(**x**[**0**].**shape**,** 0.9**).**reshape**(-**1**,** 1**)**

beta\_2 **=** np**.**full**(**x**[**0**].**shape**,** 0.99**).**reshape**(-**1**,** 1**)**

# Linear regression: only contains two parameters (w, b).

w **=** np**.**full**(**x**[**0**].**shape**,** 0.1**).**reshape**(-**1**,** 1**)**

w2 **=** np**.**full**(**x**[**0**].**shape**,** 0.1**).**reshape**(-**1**,** 1**)** # Implement 2-nd polynomial regression

bias **=** 0.1

m\_t **=** np**.**full**(**x**[**0**].**shape**,** 0**).**reshape**(-**1**,** 1**)**

v\_t **=** np**.**full**(**x**[**0**].**shape**,** 0**).**reshape**(-**1**,** 1**)**

m\_t\_2 **=** np**.**full**(**x**[**0**].**shape**,** 0**).**reshape**(-**1**,** 1**)** # Implement 2-nd polynomial regression

v\_t\_2 **=** np**.**full**(**x**[**0**].**shape**,** 0**).**reshape**(-**1**,** 1**)** # Implement 2-nd polynomial regression

m\_t\_b **=** 0.0

v\_t\_b **=** 0.0

t **=** 0

epsilon **=** 1e-8

# Training loop

total\_loss **=** np**.**zeros**(**epoch**)**

**for** num **in** **range(**epoch**):**

**for** b **in** **range(int(**x**.**shape**[**0**]/**batch\_size**)):**

t**+=**1

x\_batch **=** x**[**b **\*** batch\_size**:(**b**+**1**)** **\*** batch\_size**]**

y\_batch **=** y**[**b **\*** batch\_size**:(**b**+**1**)** **\*** batch\_size**].**reshape**(-**1**,**1**)**

# Implement 2-nd polynomial regression

pred **=** np**.**dot**(**x\_batch**,** w**)** **+** np**.**dot**(**x\_batch**\*\***2**,** w2**)** **+** bias

# loss(In this project, we use MSE Loss function.)

loss **=** y\_batch **-** pred # This loss is just a variable, that actually loss function.

# Compute w gradient

g\_t **=** np**.**dot**(**x\_batch**.**transpose**(),** loss**)** **\*** **(-**2**)**

m\_t **=** beta\_1 **\*** m\_t **+** **(**1**-**beta\_1**)** **\*** g\_t

v\_t **=** beta\_2 **\*** v\_t **+** **(**1**-**beta\_2**)** **\*** np**.**multiply**(**g\_t**,** g\_t**)**

m\_cap **=** m\_t **/** **(**1**-(**beta\_1**\*\***t**))**

v\_cap **=** v\_t **/** **(**1 **-** **(**beta\_2**\*\***t**))**

# Compute w2 gradient

g\_t\_2 **=** np**.**dot**((**x\_batch**\*\***2**).**transpose**(),** loss**)** **\*** **(-**2**)**

m\_t\_2 **=** beta\_1 **\*** m\_t\_2 **+** **(**1**-**beta\_1**)** **\*** g\_t\_2

v\_t\_2 **=** beta\_2 **\*** v\_t\_2 **+** **(**1**-**beta\_2**)** **\*** np**.**multiply**(**g\_t\_2**,** g\_t\_2**)**

m\_cap\_2 **=** m\_t\_2 **/** **(**1**-(**beta\_1**\*\***t**))**

v\_cap\_2 **=** v\_t\_2 **/** **(**1 **-** **(**beta\_2**\*\***t**))**

# Compute bias gradient

g\_t\_b **=** loss**.sum(**axis**=**0**)** **\*** **(-**2**)**

m\_t\_b **=** 0.9 **\*** m\_t\_b **+** **(**1 **-** 0.9**)** **\*** g\_t\_b

v\_t\_b **=** 0.99 **\*** v\_t\_b **+** **(**1 **-** 0.99**)** **\*** **(**g\_t\_b **\*** g\_t\_b**)**

m\_cap\_b **=** m\_t\_b **/** **(**1 **-** **(**0.9**\*\***t**))**

v\_cap\_b **=** v\_t\_b **/** **(**1 **-** **(**0.99**\*\***t**))**

w\_0 **=** np**.**copy**(**w**)**

# Update weight & bias

w **-=** **((**lr **\*** m\_cap**)** **/** **(**np**.**sqrt**(**v\_cap**)** **+** epsilon**)).**reshape**(-**1**,** 1**)**

w2 **-=** **((**lr **\*** m\_cap\_2**)** **/** **(**np**.**sqrt**(**v\_cap\_2**)** **+** epsilon**)).**reshape**(-**1**,** 1**)**

bias **-=** **(**lr **\*** m\_cap\_b**)** **/** **(**math**.**sqrt**(**v\_cap\_b**)** **+** epsilon**)**

**return** w**,** bias

1. 在只使用 NO 數值作為 feature 的情況下，紀錄該 model 所訓練出的 parameter 數值（w2, w1, b）以及 kaggle public score.
2. (4%) Refer to math problem: <https://hackmd.io/@lH2AB7kCSAS3NPw2FffsGg/Sk1n8xPWo?fbclid=IwAR0LiCps2fhIZFJT-gYP8kr7KlvLaRvS9-ftLIaPQY5DVgye1AuHM-RW3Yg>