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## Data Sources

The information of drug-protein interactions, drug substructures, and protein domains is obtained from Tabei *et al.*, (2012). A total of 1862 drugs are represented by 881-dimensional chemical substructure binary vectors from PubChem database[2], and 1554 proteins are represented by 876-dimensional protein domain binary vectors from the Pfam database[3]. 4809 interactions exist between the drugs and the proteins. We deleted the drug chemical substructures or protein domains that never appeared in the drugs or proteins, and we merged those substructures or domains that appeared in the same drugs or proteins.

The drug-domain interactions were extracted from PDB database by the script from Kruger *et al*., (2012). We only chose proteins that had multiple domains for our data. Finally, 53 pairs of drug-protein interactions with the records of drug-domain interaction were used.

## Methods

### The EM framework

Here we propose a probabilistic model to infer the substructure-domain interactions. It is inspired by the work [7], and follows the assumptions below:

1. The interactions between drug chemical substructures and protein domains in the pair of drug-target interactions are independent.
2. A drug and a protein interact if and only if at least one pair of the drug chemical substructures and the protein domains interact.

Let Yi represent the drug i, Pj represent the protein j, Zm represent the chemical substructure m, and Dn represent the domain n. Let denote whether the pair of the chemical substructure m from the drug i and the protein domain n from the protein j interact (the value is one) or not (zero otherwise). We use to present the interaction possibilities of the chemical substructure m and the protein domain n, that is,

Then our aim is to evaluate the interaction possibilities of the chemical substructures and the protein domains.

Under the Assumption 1 and 2, we can get

In which, denote whether or not the drug Yi and the protein Pj interact or not. If equals to 1, then they interact, and 0 otherwise.

Since we know many drug-protein interactions remain unknown, which means YP cannot directly be used to denote the observed drug-protein interactions data, we then use the O = {Oij} (where Oij denote whether the drug i and the protein j interact or not, one for interaction, zero otherwise) to represent the given drug-protein interactions. In addition, in order to connect YP with O, we introduce two parameters, namely, the false negative rate fn and the false positive rate fp defined below:

Then, we can get

Moreover, the log likelihood function, i.e., the total probability of the observed drug-protein interactions data is

In which , where fn and fp are predefined.

Then our aim is to estimate based on the maximum likelihood estimation (MLE). However, because we don’t know whether (which means the chemical substructure m from drug i interact with the protein domain n from protein j or not), this is a missing data problem. It is naturally to solve the problem by EM algorithm [6]. It follows:

* The E step is :
* The M step is :

Note that is the total number of drug-protein pairs that contain the chemical substructure m and the protein domain n.

### Derivation of EM algorithm in our model

Here we would show how to derive EM algorithm in our model. In general, two steps are involved in EM algorithm:

* E step:
* M step:

In which, X represents the observed and incomplete data. (X,Y) then are the complete data, while Y is the latent data.

In our model,

Not that the first summation has nothing to do with , while the last summation can be rewritten as followed:

Then,

Let the formula above equals to zero, we can finally get our EM procedure.

### The Association Method

One of the problem of EM algorithm is that it converge to a local minimum and different initial values usually result in different local minimums. Instead of randomly choosing the initial values many times, here we used the association model to choose the initial values, which is a local way to evaluate the possibilities of drug substructures and protein domains interactions.

It follows,

in which Imn is the number of interacting pairs of drug-protein pairs containing the pair of chemical substructure Zm and protein domain Dn and Nmn is the number of total drug-protein pairs containing the pair ofchemical substructure Zm and protein domain Dn.

This method has two limitations.

* Firstly, it computes the chemical substructure-protein domain interactions locally, which means it ignores other interactions between the chemical substructures and protein domains in the same drug-protein pairs. For example, drug Yi containing substructures {Zm ,Zy } interacts with both protein Pj containing domains {Dn ,Dy} and protein Pk containing domains {Dn ,Dc }. Substructure Zm and protein domainDn do not appear in any other drugs and proteins, respectively. Then = 2/2 = 1. It obviously ignores other interactions between substructures and protein domains such as substructures Zn interacting with protein domain Dc. Therefore, to infer drug substructure and protein domain interactions, we should consider all the drug protein interactions and all the interactions between drug substructures and protein domains.
* Secondly, this method relies on the accuracy of observed data. However, current drug-protein data are largely incomplete.

### Variance Estimation of the EM results.

The natural way to estimate the variance of the maximum likelihood estimation is followed [9]:

is the observed information.

In our situation, we derive the observed information below.

Since

And

Where

Then,

Also, let

We can get

Then

Note that,

Besides,

Finally, we have

### Combinations of drug chemical substructures

Different drug chemical substructures may take functions as one unit in the drug-protein interactions. We try to estimate the combination behaviors between two drug chemical substructures on drug-protein interactions through adding the pairs of drug chemical substructures as the new “drug chemical substructures”, we handle this problem by our probabilistic model.

Instead of considering all the pairs of drug chemical substructures, we firstly use a filter method to select those pairs of drug chemical substructures that significantly appear in the drug-protein interactions. The filter method follows two steps: we use hypergeometric distribution to detect whether the co-appearing times of two drug chemical substructures are significant or not. Then we move out the pairs of drug chemical substructures that also significantly appear in the randomly selected compounds.

The reason why we follow this procedure is that we are only interested in the combinations of drug chemical substructures that can interact with proteins but not often co-exists in the compound chemical space. The randomly selected compounds are from CHEMBL database, and in total, there are over 9,000 compounds representing the compound chemical space. We use the Bonferroni adjustment for the multiple test corrections here. Note that due to the PubChem substructures definition, we only consider the pairs with SMARTS records. Finally, we select 1870 pairs of drug chemical substructures for learning.

## Estimation of fn and fp.

In our model, two parameters, i.e., fn and fp, should be predefined. According to our model,

It is shown that on average the number of target proteins per drug is about 6.3[8]. Then we can get,

We can estimate fp, which equals to , in the similar way.

In order to analyze our model robustness to these parameters, we used five folds cross validation to detect the recoveries of drug-protein interactions on different combinations of fn and fp. It showed that the performances of recovering drug-protein interactions kept stable on different combinations of fn and fp.

The procedure are followed: (i) split the original drug-target interactions equally to five fold. (ii)Each time, we select one of them as the test data set and use the others as the training set in our model. (iii) Estimate the test set after learning by the area under the operating characteristic curve (AUC). The curve is generated by plotting the false positive rate in the x-axis versus true positive rate. Note that the negative samples are randomly selected from the known non-interacted drug protein pairs, since we do not have the real negative samples.

## Results of the predicted drug-domain interactions

Table 1. Results of the prediction on drug-domain interactions. k value is the proportion of the number of the binding site residues lying within the protein domain over the total number of the binding site residues. When k value was larger than 0.5, we treated the drug interacted with the domain. TRUE means the drug was predicted to interact with domain by GIFT.
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