**距离和相似性度量的几种算法**

相似性度量或者距离函数对于像聚类，邻域搜索这样的算法是非常重要的。前面也提到，网页去重复也是相似性应用的一个例子。然而，如何定义个合适的相似或者距离函数，完全依赖于手头的任务是什么。一般而言，定义一个距离函数d(x,y),需要满足以下几个准则：

1.  d(x,x) = 0 ;//到自己的距离为0   
2.  d(x,y)>=0 // 距离要非负   
3.  对称性，d(x,y) = d(y,x) //如果A到B距离是a，那么B到A的距离也应该是a   
4.  三角形法则(两个之和大于第三边） d(x,k)+ d(k,y) >= d(x,y)

满 足这4个条件的距离函数很多，一般有几类是比较常见的，通常来自比较直观的形象，如平面的一个两点的直线距离。下面讨论应用比较广泛的几类距离或相似性度 量函数，欧拉距离，余弦函数cosine，Pearson函数，Jaccard index，edit distance。如果一个对象d(如：一篇文档）表示成一个n维的向量（d1,d2,….,dn),每一个维度都为对象的一个特征，那么这些度量函数极 容易得到应用。

**1.范数和欧拉距离**欧拉距离，来自于欧式几何（就是我们小学就 开始接触的几何学），在数学上也可以成为范数。如果一个对象对应于空间的一个点，每一个维度就是空间的一个维度。特殊情况，如果n=1，那么，小学我们就 学过，直线上两个点的距离是|x1-x2|。推广到高纬情况，一个很自然的想法是，把每一个维度的距离加起来不就可以呢。这就形成了传说中的一范数：

![ = /sum_{i=1}^n /left| x_i - y_i /right|](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHEAAAAwBAMAAADUVIgqAAAAMFBMVEX///+enp4wMDBQUFCKiorMzMwEBAQMDAx0dHS2trZiYmLm5uYiIiIWFhZAQEAAAABQQMysAAAAAXRSTlMAQObYZgAAAkJJREFUSA3tVD1oFEEYfdnLxv25vUuhWCoS0FilF/GqNAayCCGFhVrbpImFTY5UkmA8JJCkyqLBQkJcUkTR5hrrBEyjYDjEKmIg/iKCm292ZnZ2dvXYPbAQ/Iqb933vvfnm52aBdLjryxvpvDi2jgX14uq00t3CZDovgcfwsIQ6Ld3HdDOdF8cvcW6wuPq/sugJ1KO3LG5F0Y+iFqFzomaMzLufaKz4ovz7Qae3vwrVaAgY3Z06vfVdOO2gpLMv6ggr/Y/0SUVdDRn60uEfKUVwlHF632iDIjKULMsxQ5vRjmTYapc3ns8muQDm7CDOEyb6Y3yJbU6MfxYCRpnNavte9oSdyml84c5EykAtorPhYfgOvBFbpnI84QX2T0oyqwVmbkqJ4buo0zz2FKtMsLhKILwWOlNYyjtXfykncIolbL3mGRZsf7iIagdmbp+opHoylcvEWrxBvUGF3GqftqTM8G28wjM8SCqcuYHV0BnOO3elkajxidsIrM1GUorBLs5ifijnrAaJzPCv3NmcC92BpMLB/bk9hNdzzgMlkxtZUCWBDmF1sk6rrWTS+fqyqhHyRqwdeIuhpAV5MhQgUIe33xA1PnitSR+1tUxPc1qInKZyaj6g//GFuKL3lFdiblPvmp/x6KlO762wOL4ww75DZcKIZKQeeKEJ7Lgl+2kV0v+zoiWxcv2uimzH5KL+R92vsstUA2Wd9F55lHbOD7kHFB9Q2knvtcee9F57dHqLL97Rt7GH1dJ7jaPvyXvR/C8NRzeBmSXrulGKAAAAAElFTkSuQmCC)

看，是不是很简单。有一范数就有二范数，三范数。。。无穷范数。其实，二范数来的更加直观，我们都知道二维空间，三维空间的两点的距离公式。他就是二范数，在二维三维上的形式了。

![ = /left( /sum_{i=1}^n /left| x_i - y_i /right|^2 /right)^{1/2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKkAAAA5BAMAAAC/nRZfAAAAMFBMVEX///9QUFAEBARiYmKKiop0dHQwMDDMzMwMDAzm5ua2traenp4iIiIWFhZAQEAAAADVfkLOAAAAAXRSTlMAQObYZgAABC9JREFUWAmtV0uIFFcUvdPT0zVV1d0zyUJXfjZRXFkqEQOJUyAudKENkiyiyTSC9kLQzmL8gGAHF2J00TAqupkpFDeGYMNs3E1DCAQDMpKNCIMNERRBnZiPGNHKve9X1VX13nRLX5h6955z7qnXVa9fvwEYcJwasB+36wzatVBHx4675e4gjfOb0XWkNQ23m4O0zaFrAeZhrDVo1+/AgVl07w73A+7j+NyD5roS09Xdllj9lEJ6AH7jGnKtAuQ7yRb7HCHTd/elmKQyXl/lHxldXR9gDppxEvNChYDKWVhKEMYyv8BodC0DOJ9dChLqO6y+ttZqJAhz+QvR7sRjmAE4E4ZJ8QUG5NvD40nGWF9vCvrrLNkI/yhlb3Qqi9ZiRTmJapZktMLQYr2wP4vWYu4SpywvSzKfBfaCfWISHTaRJm6VifzbRJq423U9m3+j53TM3OcBUrnMB8p7ygu6Xi1uew5NpdjWKmC0g1z4bhHjwcYwDPRKxeDbf4vF8JJCUslsBaGJfzg+9aiaEmQAgf0aUfe/DEpA8wEmxbDOy/wGHGlnMwTSQx3kbTGVLOlEkwQbG4K7gWNN5JoB6T2Meq8RIPySUfNS4WK5rKvr2dR1kbVmXn5l6FDYithlXW9c201q3hr1xTJxw0f0QEUs52qF4RJJj8mG9LiOQ2feRdRyrlK5Ribp8V8O5cNxxaHrze3TX6laJFNHoOBhrm66ptkleU5rfrHNMPmaXtLC5lEDq1JsT9ZlLUZvBYz5mCvXiaRCNdh/inT0lbpzDYahNO4oDU/c+u/8hNKPqxN2pE0NbHYWcRqIWCco8I629Qa2AWLKdTKQHclRzRU+js0V8IyDQZ/w+GEKD7OhBbhHmM419lyVq/0D+bCgtlU430SUPGB7sc41Lpdvq+QrtIbnpvtwGbYGCqIk18INEDHlqn9bIF1/jhxqsPfEWfBGrvgRhlnJLzQI68VVrNdyJ3KowfEvr+xr2rkIosw59EWHMOWaWK9xtfjGHohhsu3bGMZSPKQiJmmxMSVFrF5kV/e8IIdxlG0PdwmQD/fhGwDEJA0Hu+iuglMnaRFRfIp/su0PnxAVD61zAIhJGviEFB9P2BahltVp+plTbXEdwI5NfEUrWmxM3Spe7aVZlp7dwvhx59OwitUTzuiuiv5Lp8BDoo/csVBGS69MMk60HyUpGPMQopnySPF6YMRwPjGdFfSOxJQbet50VtB3EcPOJxqJZTgraFoEPGt6B9+be/XspJ4C3InxK94QCrUWTR2Cw81WH7MBcrRoMXas52MvV9v46MrVmEcfrkPtWF8qxZ+jaH/uwzUXpKziwAvAvXjmBUYT+nDdGvdI57l6tD/37mpvSDvFEXeB9mIevbvy/35lX8b4Ee7FM/jzfLSfJ5A6MCWNCy25P8+995OkprbaGmLA8P9t9wV55z4bAwAAAABJRU5ErkJggg==)

好了，一鼓作气,p范数(p-norm)

![ = /left( /sum_{i=1}^n /left| x_i - y_i /right|^p /right)^{1/p}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKkAAAA5BAMAAAC/nRZfAAAAMFBMVEX///9QUFAEBARiYmKKiop0dHQwMDDMzMwMDAzm5ua2traenp4iIiIWFhZAQEAAAADVfkLOAAAAAXRSTlMAQObYZgAABDVJREFUWAmtVk2IHEUUfvPb090zsxMP2ZNkLxo8pQ0mJGDYgZBDTlkICPFn04hrgwEzHlYTSNiBIMEfZCAgBsJmMDmIIhnwIqg4oELQEDZ4kciSAX+ikZhFE8JGks57VdXVvdVdNbMy79D13vd97+uamp43DTDmODpmP243GLdruYWO43YtbkXXUm/ce82ja3ncpkCur8Gpb2dT+/3if9zLafImcp2EmZ+tJcXEUQGFzy5/iF196Ey5bUX2Ad4O4NT3+wcKYSx5F52A2wS3n/MV9RyrZ07AikIYyyL/hOhaB8g1KmxrcYfY++kpqx2DI2Tfkcad/hUWAaq/3VA6Kj0GFPuFhsKYyw87gn8WIJ+SvsCRuleZT3EmoBptwgf4NCV8kyPVVvm5FGcC3BXOWh7YF3uKMiIVeITyMYOm7BtII/WogZ1oGkgjdaGlp/d19JyZyXt6/qaeGsJU+3rBe0SF95cxftoShl29UmUKKyoia/sOpdPsCjB/zZeMPrGf3vMXsu49rYRT1VCcfPEJVE5q1YyYLNV6xzHjG8rUFlYJtre0BXsO10DkmiWw8/A5cQ80AoA6P5yvI4WLymGu8CVsJMN3ta7VNqNyYS+WDHXdACdJfTFuUbJKnwPX6EBFDHW9PNsl6WGhTy95n2ML92NuqOsU126KW5RswudAMWxIJgBn/5/bBCFRmD8EZQ/LwFni4KZOTGJ2k5755T5hEwO6Ytz6j694DWAeLpXuylok3kZgQyM48w5HpluqJKrPNkRW+UfeOQAPrkA3kojVbf0IF0gjD2gEVyccRDYBdIB2/hEB1hsU6GZbq7ADnHbserBLgqyQe4VHEnsFNsstanj9ZQoPs9wSXAZoaV0T5ypd7bflTfEjooO8SYTXPLhNuTwB/V7lt1VrRt3Y1q017JnCKxJhSb7nrML2buyqP1fp+k1sERTvHvEKcOClGKKs1iy3S+83R3L1eWt9wFe6Btbcgbmd+PIUQ5Q5c7sGOFhiV+V5TaijX+zzCUwcXGmQwFg60YPZhOstlZd1bYml7lsCKeAqXGvn135hVwBfSK7ujWiAF6WLmpSnGHKkJYhtuArX+lMCE8tV6yTAL82IBlheyyeq3AoV8rE6RkNcuCZULN39JN+7pB9XFbIusp977cbHGJ/s+SP0kbku2cxE0v9m0gRa7ME+HEbR0ypThBPPoxTHbkg75ZHi9UCJ/eVl85ey4RHQelsvmtZTQ5jKQC9Y6Oo5M3PW8B1UGuZePXtQT0GhjSTOYh7yWRS1acFhqw2bvS21OL97s1aXInhjChbA70liHa65frJRzRc6QLOYxzpc81GPaF274GTFWbz4N0YH1uG6fa2NWm0GmsU8Rne1E69QUXdy/QpoFvMY3bU8E/Vkr7kGzuJF/Ht+dT0n8Ey2WYweolnM4rMHIuGl4Wr1DeQYqYfkBQKCbA8BTAAAAABJRU5ErkJggg==)  
无穷范数：   
![ = /lim_{p /to /infty} /left( /sum_{i=1}^n /left| x_i - y_i /right|^p /right)^{1/p}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANEAAAA5BAMAAABaA9MzAAAAMFBMVEX///9iYmKenp5QUFDMzMwMDAx0dHQEBATm5uaKioowMDC2trYiIiIWFhZAQEAAAAAoya+tAAAAAXRSTlMAQObYZgAABQJJREFUWAm9V1uIHEUUvT3d09vT8/RHjQTSPoIIyjZEQXw2moQg6u6KrEHE9PoRgiGbVYIogvQKMSKyu/5EfySj6IIKOgh+JD52QBIIRjMqCFEMo6BEQ5J1zfqEHW9VV1XX9PRTyNZH173nnrqnq7q6HgCrULasgoYv0V0NJdNBldVQKl2CSrqFahe8DDkA5gVXIQJE6U6YPjppES+tXJFGiIgfZBhRuh7cr7ROBCkMlbOQwo0qlo8QpSZ4U4XRMCPC34tkgOnPJrqkzliM+30iKhXmoNBWmxkazlOOOwaLGciC8qpvoVINQLWLjojEGqzfz09pWQZApKm4xCys+wVmACo/nxaBeKNo0ViprdjxpMFI+UmO7cQZyO3EepcfrTWKmxN54eCnHGgCfMztxHrcj1Yc85FEXjg4zACtAcZhKxyN8Au55oGUYMiVnCym2czCiuConQgwCarPJUUTYuXzCcGo0AEvCs2CPZaFJHHOSHY+81g+OjyM/Hrve1Ie6PX+zdF6XQ4uUo0/8KH0XNpK2/UPrVMextr9PyJluJXC6w8XaC+O86/7soeLmNNPCXmqo1etexCcdUMRyT10FIYtyUdT+Yv4+5YZWm7gFuowJ7oyHWMI1mOs3o0mENR4Aq62+sO1ReIXel0GWxmU4Fq4CenFNmsTVbGVRwpVRqlz+1KApfYJNgDZnVjToKFsDSqxF6v+6QleutIXk2QymHQ4RLN+YxzucPqRoSb1tV5H4OlKU5SrJipp59yPntq/duP2IyxxvekbB35nAP1O5YlTF7OAgLVHLXgNPdNhBw+VTiYRhzP0p2z7wDgUXXjGqR2BEc9H+ASq9SwfoEqb4ZjOJz6HFbUJf6NjOi/eRzElzOBMUlOlB0FZhLrl47O2X8M2sYfi6DXga2ixAK+uqjbKpBdicNOVxkCZGlRaWOEpMZUHZC5+QJCNpGxBwxvxlFHEhJKetHTRPqHS6KCSKvcJ6P6oYX7tbVLI94FbodIFLV5p8DtFK+0Vo0VeGrc5j2SXy5dA97L/26d6lyU7IZJiqlbVNlzlHQFR43FY8BATSpm+UzB6XKnSEGlNp3R+U0OBHW8JiBon4E2CZVK6d/nmc2OfLNs3rLz/3jd+Gv4/nQ2ymo42v2P+UjxsBxixDk2cJJhQCv9P/ewBj61GejuI8FR6N8B8awkQ42HwF+cwJ9avdmhovccYOIg8VfUgB2msausdQIyHwQz1mWWIq3y6RtZmUhQ3UKqtoRB/VFub8LS/RrwIsJfk8bTaXyb5FNeOe4FSqGnpohspIvrEFucQjbj8ilj24K5vncIGHCiAEl28Tn5IyjWT28g5ouaQQGwR4TpNEMUTV0QbbH1pOzxHSBpdNHu8SBtiVIo+bMHqcyUHr4hbz5Jy+FkPdtug09hv+CzTLpFHS+Knmbu9OIa4Iu4s4SFgK1PKez4Msv8UmCGLXxELLcOF05970zSe83wo5SRn0ugiXRGvvM1RHzpFaSN5BkxObMR/0+grYtGWm+ew9cVYcvQVEfcqnBLkQcobfpXlWenGsWKuiAbdOR2/1Ut74loP4rOtQSwZ+VUO51C6RW6XyR7xAC7j75dD6elM2WVSrQv6C3Mz5Jf2ILuS0pSTZLP3AF4eWMmutM/jbbLX1wFMcnZ2pXneJEet2vDdKzN41no3x+jpzRwKgvo6/DDnO5evMEPE4oy74wKrgP8HL7Q8CcNA+6gAAAAASUVORK5CYII=)![ = /max /left(|x_1 - y_1|,  |x_2 - y_2|,  /ldots, |x_n - y_n| /right).](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAWEAAAAVBAMAAABlFUKHAAAAMFBMVEX///9QUFCenp4wMDAMDAzm5ubMzMxiYmJ0dHSKiooEBAS2trYiIiIWFhZAQEAAAACqqwj4AAAAAXRSTlMAQObYZgAAA95JREFUSA3NVk1oVFcU/jI3772ZvEwyomZXnZVdGrRoNuJQwWyHliIKxQtGCW7yBCVStA4tkqBtmZ1ZuBjclG7C0G66KDF2IYJB4krFH2ZRtaUpBDGKLrTnnHszc9/Lm5mAIDnMO++c73zn3m/unPcSoIt5XeofrbxuIUPo0V1UWUJXHobaLNS9k1qz9TbdCTgoQukElkwtwd6SVSff48RuqLSbpcbU+jS1sAY8Bii9Bo0DlmBv8Vos+zDFX8bWapvc3DiKB4ptVToFf3HjKA7nHWFtw6CwcRSjlpT5xy8z505M3wJmfirih7d6+yjQXxXF4dTTs8NJvv99EXsZVJrcOnjoMMepO2B8F1Qki3PrnxLhv8ds85zM6oFbmCjnhvE5sA9zBPVpUTKOhewrprgW9AzjDQNKk1sHr5Pi1B0QbcYgnRkZK34ukesOIFjGYDFbw27gSFSg2mBZlES4i7pL5XhHPgpXOFCa3Dp4nRSn7pDR93CdFJCx4k0SuW4UQY0UIzP5CAjfMXWQLqVRxgsTkD/BdpyC8kQ5KEFp/rApy8tM3uY0zhOQt00ztbqDKfrSStt7/gpOG4xbvzWh40lxiRR797FE6F9csYqRWQZy32hC/N1sMr+foL/BoGJcFAvvkJxLgidgB8XSKcsAx2SLiLKeRdwxoKPYmWOrOF/Akg/vfIO4diq4tSxDbfqNv8dDRpOutOR8Y95O/p1cY56AnRTLDm4Xx/nIPCkdpoLP+GgVCwF6fH6qeutydvV8wausUXyNDzOmWHghjmrermnME7CDYuk8dHuq0ezioK8Yrnjnfqdx4Na/YzVO7Bn3Rf5CFs9wiSZJVVlx7tVYFJgXh9v0AJ8JqDRO0m/Y5GGbywKEx+Ae+D/TdNJFD7a5GGh2VkaxHGvNV1Up2xvRbLLih3RxX9PmXha2vPt1//3wxvTXQ6dfY/8skG3wev7IxZEzaxX/NvVkVfFEyeHlqMk14TFIil8mFROA1R2+qvklSlsWjpxveEcwZhTXqBBT3CK2Iq/E68EYv5zjRm8QOxUVh/cpzXzciMcgHVQ2XjCA0gbNzQeFRJ0eias4JYozjUQtPf3XUZJQnC9kF5uKqy1eeOZw3V1MeAKS4pxb4ZgBpcmRDUS94yay/i5+5D8cByv8ZZW2aOcb/YuntKFkLvxjAuvz9TENBpWGV2zxJt6/twxzE56AtO0XsRIlDChNjqxfq+9MZP1D/yBwEyNFVjwXK7VNchUonV7NTW41BSIEFNEt1Zo83jZKUhhQmlyaXTlVtjC1DqcxUrDLGNApsAtZQlcevX/SrXsntQZW/P81rhOIZnfSdgAAAABJRU5ErkJggg==)

空间两点的距离公式（2-范数），是最常用的距离公式，他就是传说中的**欧拉距离**。多简单。

**2. cosine similarity**cosine similarity是备受恩宠啊，在学向量几何的时候，应该接触过这个神奇的公式

![ /text{similarity} = /cos(/theta) = {A /cdot B /over /|A/| /|B/|}.](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQYAAAAuBAMAAAA4k6rgAAAAMFBMVEX///8iIiK2trZAQEAMDAwEBATm5uYWFhaenp4wMDDMzMxQUFB0dHRiYmKKiooAAAC6rT9iAAAAAXRSTlMAQObYZgAABH1JREFUWAntV1FoHFUUPZ3dHTbT2ckiFKWCjgSEEDSbbmyNWLcSUFBLi4iItWWklaI/xv4IRsj8iKiU7E8J/k0sloYq2Q9R0CjTQlOkqRms2g9TXBAMBdtGrE20NfW+mTczbzY7m6yE96MXMnvvu/fdc/LefW/mApLkthhHv3uwPObGtizNWBKQJm0oNwVbkpoRMWcJ9HFJwALM9A3BGCP9T8GWo2rm7wLQHqDwl2DLUfN4NAbSqDY+M2Nbkmbi9hhJ/3vmQik2ZWkOjsRQHUPAJ1Zsy9H0cnmEIU1W2TNXA16lP7lyDJi1CPLDEsOl6wGdPhtmyRIbuGpGYIxOrxeZ66Sofp7g2SSlQWO9duToJ22TFZnrpHzu59HNlHQnaHzSjZyDQObpyOJKPr7MR+3uu2L3qB3rLbQChWlTJWxtHjPxRx0bRwg5kL7F8sCwFVrhb/65UMNbtvpCZJAFLbZStQnyjGMOL6dGtOt4KjHh/oTV3NhMw4dwEhm7ub/90SSHr1ZPoA0BehFnoBRXD06L0N6NPMcdCByOO8Zy5EpVCjW6d2xsA3anxrR0GHNnvaM3lU1Xzm3+6KSrVVziYMw8iPzI4ffJ+vm3snVm0TwgvvYoX/fFH6BM/Wjh8syX2FCn4w/2VrqjJVSqcwL5GsHmHkKfq11HlnG4hKyNzq2nmcXWYRlGnX4yrzN5jTTlWXyNt6E+plXxHnIOcKQ8QF8I28mHbX5YO9syD3gEm63iJ2Ap4HAaHVX/Vucc+lBgyWPJ1jCGfcCAMUSuTgvYC/a19kUc0o720uAvYBw8fB9xwOELReRchOvQ6+jJlOzGz9NXyKz6zCMWOgF1CRkqhvPJsLVaav8tO+DwXcThoJshDvWIQ7Y2nUw3atJJuE4cnP27lhgH2kX2NmzkcGt1WaDM92L/jkYOw8gUnYiDC323xzjE9cAuf38dFEvtZ3uhLWDU4nvRfj1cYSfK34toHdRlbCh6nMM+Khf1BmGKQvVgsHroo1rNIWtCXcCbFPCwGLR2fR5qsYEDFdh40eUc7tRs4IGGfPnnqRTnoT1BNfkiOurAG3qVYg41xK3FVPfi17mzVte1bytPbty15Z3FU5WdR6/V7pmaHv6gMmwplZ0Yv0iJ7mtM1j3nIb/9vGOcm/kUegnoYmEr76iPhamap3jwH2E230sc1iR0dFqIuoM780QmKV3oCgao1VNKSil4gHd7kTc5qZn1CpVES9nCvR1OY1iIwi4PgQP7nKNuL/Q2zmpi9ytmk1FhKHxn8/9Z8IQorNUTOQTdXugVJqSpPd+kefi44QYKK8ukhCis1RM5BN1e6E3O+ZfWKX9ewVoxnaP4rZ7IYY/f7a0rhxXY4QBH8Vs9gQPv9qRy8Fs9gQPv9qRy8Fs9gQPv9mRyCFo9gQPv9mRyOOa3egIH9u6nbk8mB0K8aopnc9byuz2JHAw6JfS2F9aBd3sSOZwgDpOuyGEw6PbkcQhbvXgdwm5PHgdaBV9iDuHI/xyClfjvrEMPesLNh1JTasEjHOLefwBc7GdwsJ93sAAAAABJRU5ErkJggg==)

分 子是两个向量的点积，||A||是向量的长度，这个公式神奇的地方是，随着角度的变化的，函数是从-1，1变化的。向量夹角的余弦就是两个向量的相似度。 cosine similarity 说，如果两个向量的夹角定了，那么无论一个向量伸长多少倍，他们的相似性都是不变的。所以，应用cosine 相似性之前，要把对象的每一个维度归一化。在搜索引擎技术中，cosine 相似性在计算查询和文档的相似性的时得到了很好的应用。对查询语句而言（如：“明天天气如何”），它的每一个维度是对应词的tf-idf.

cosine similarity的一个扩展是，Tonimoto系数：

![ T(A,B) = {A /cdot B /over /|A/|^2 +/|B/|^2 - A /cdot B}.](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARoAAAAuBAMAAAAFAcuGAAAAMFBMVEX///8EBARiYmKKiorMzMx0dHTm5uZQUFC2trYiIiIMDAwwMDBAQEAWFhaenp4AAACKeDuvAAAAAXRSTlMAQObYZgAABJRJREFUWAnFWE2IHEUU/rLbM9Oz286KigoqDIIRD5q9CB6ETESiEGQWQVEIbKPoIZfsyYMoNrlEITiKFy+SPYnCChE9KUvGo+5E9yIqZMiQs5BN/I/G8b1X9bqqZmd30jLbeTBV76t6P99019SrGmBv5H0XtnJ6rbe+5HD52uy/Xs72APFvHi5dTfzsy5T+k9IpeAmf/cMD66T/7eGy1Sj7x0t5BzDzq4fLVhv42KWMaA29njlcupbhA5ezcuWZB7sOlq+18KlLOr8JvJo6XLZW6fUucM72GW73rQDH6XOj5DCwnFLyQ11mQNsNFoQXo/JlABzM8rRMrNPM4XUq5LRdxg5uNwtGZgl1BvnQN6S9m+bw+pRaa5zdc+MGJ4w9QfPtpdxoDUjuzNHuSuNa7+zaxl/AQ8ZOy52tdUm6u/uY2SOXF1G7QByMfH2tt/FDqmhCnwxwaYBTiMw6c+XO1LpqucuvBrwBvIR6S2i7cmdr3bcTvs10p98E+sDbeMqEdeXO1rq3pptuQrQMoHp7GPeLnVfubK3bN8F/2tPxLxzxPQnryp3WuvpAJkprZn7nVLdJPlfutNYlTZpI+iw/ickeN/VVTiCU4Mqd1rrayh6nHwm/0OWBLW603JGqtW6myxPlSWeRcwkbLXeEabuRWjfKZmG4VyIMcCCl5OZNEQMtd1rr5E2VuG6+YDL4iD5+udNalyzJdGnNXZLpM2ptuTvUJF1r3U0ZgXKkegtq5y73ONlRQMtdexXIa9223S9qxk12EHkMJ9C4VyutGQsMBFx8IDNTu7fERuWYKtT7L+dnb1zUuBt3RalnoGp7Ci+gk8qAbYyBPQMwqDZjs3/4Vuyt8vzV3sb3CqRPMgcXnYrPPV3UnM3BgWFzCQukObEG9KOk+y6Dxhb8i7CxZG8V3vc7/iOAd3Soeob2Oagf9Tmb78ifn02M4y2ZT6VVA3MGEOusuv1yx94qlS1gblOR9A/naCbXgHlPN6qyqfA9gNkAr5mZdwIDcwYw1rWumXKteCvkfX/kHF/JdNLv9/tAdGXzJO/hwmaWFJaQjTkDGOtHjYHXirdi3vcPtBQV6pXNYI6yC5uLSCVCwMaeAcS60ayOphBvHaQlVvtRQbHesolR37TrZv+LmYQI2NgzgFifePmRkRzGWweX73v6vOoFe8smwvzNhk17ODQhAja8Fui+y9bRcLg1ksR46yAtsdqHCor1ls3R3jlKYVaxDRCwsWcAa80W0eMsqRgbb0Tmbx1aYlU6gP4fMfGjFBXa0hyb9X7/nn6fCRkDWgv8O/HYHPmSpck5rTeiuwXxbmR4MSwkJn6DauyfPhuKETyb5VTuux4bL4v1tiP8teIr3nQB1cRfpAD0ldyzoQgBG3sGGM/GetusySpQv70ABc9U4kcr9Ljpn8ad2ayZ++5YNupto851ga8yL0UBleNHZ2+lf8+udndmo2eAcWxyb5M1OX2+t/5KAQa+aRB/52djXQJrP8yU9CB+wOaMyRAYBGBKDPwwQfyAjbUKDALgh5mSHsS/8WxWYvpBWTmJk6rmfewbBCA32Un5DzH03oAxfl6fAAAAAElFTkSuQmCC)

其实也没什么大不了。T（A,B）的分母是大于等于 cos similarity的分母，但且仅仅但 A,B长度一样是才相等。这就意味着，Tonimoto系数考虑了两个向量的长度差异，长度差异越大相似性约小。

**3. Jacard index**

Jacard 相似性直观的概念来自，两个集合有多相似，显然，Jacard最好是应用在离散的变量几何上。先看公式（不要头晕）

![ J(A,B) = {{|A /cap B|}/over{|A /cup B|}}.](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKQAAAAvBAMAAACf7HxpAAAAMFBMVEX///8WFhYiIiK2trZiYmJQUFCenp4MDAzm5uZ0dHSKiooEBATMzMwwMDBAQEAAAAB9vrFUAAAAAXRSTlMAQObYZgAAAzxJREFUSA3tVj1oFEEU/ryfmL3s7SWiYCNRBAsVPMU+Z6FYnpWVsLWIRMU2XGfpgRZJk1xrYwJqIyInIgpBL8FCUMEzhWKRM+Jv/IvvzbzZnc1tzrusNuKDmffm/Xw3M2/23QN6pGy9Q0BH45pxeQ2ZKkY8nH1jrfkqxBgx/X4hUdN+1LXhI72cDPJtlSEfDW0T6ClanUkE6VwsE0Z2F9ILxInmafxIBHm30CSMqzQcFoAbQOZ7Ikh/43bC2cpggzy5n4BjxSSQaaQYSaE9Z0jnw8ShJpJAusjPRCDzhH68kgRysvVyKQI5UAYoY+t/l24FzpcIJD1LFOYSQPYBufcRyKkKMFJKAFkD0pRiKz2vabWn7S7pd9qpXUnX5dLFucvkTDkBVMbHAO/a6ozHF5FLHBShfN19cZMe4eemBbnwrrW4pWJBLq7QLx3RgTslXkqLR35RspPqs0lNLBCFxtt0kDmly/EVKdKlpV+rjZJ4GGUpjRgY3a9Aqq7UHl+RIl1a8MqsDQ+ijMLmgZHf2B1tGf9oPHRpwQGzNjyIMgqbB8b8KHBYWdziT+OhSwsGzNpwr26kGB4YB5rAbuXQh7PiKKUFKV8UvbFGDbilQorYIaFSWuCVSOENMW0SUzeMvyb+ZIE6nilOiR1UpQXZsih6Y0/IfYlDnFZrWEKltCDTFIWwwkpnUjgAPUsN+QDgHTNJaWmD1NbO8/0qP0t9cB+YLmp3KS364D3e5ZSfnSGUczRyNEZ8moiktMCr6nUv80nM+uT/lMY9Go0qZkvEpbRgg+yaVJriy0to7L+OzOXHvJ4EHn6rITs8hsYoYEpL+1OXD2TNBoYghS4Ygbh91tOWXokCOe1HDZTO1Q2MZx2wZnmrAmutTSVSDUyJDePKGtPAWFWs31dOako3Q1lLepe6gRlklf7RuAbmShCbCST6iCxZixpSNzAWZFwD41gnD3GOhqJIGlI3MCHk/wam7aK6UPBdun+vgRnlLahHJFVG566LjUVcOKomDcxetijc+AaGzV0QQbplaWD2V+hPpMRBUmXWu8uwgek7f+rgZkY0VWa9kIwhlDvxpmJk5n8A0ob71yG9+urTWmtl/AXzQjM4wYu5BQAAAABJRU5ErkJggg==)

分子是集合交集，分母是集合并集，画个图，马上就明白咋回事了。

和Jacard index 相似的一个公式是Dice‘ coefficient, 它也很直观，

![s = /frac{2 | X /cap Y |}{| X | + | Y |} ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAH0AAAAyCAAAAABU5YtAAAAACXBIWXMAAAB4AAAAeACd9VpgAAAACXZwQWcAAAB9AAAAMgBPHvdnAAACLUlEQVRYw+2YYZWEIBCApwIVqEAFKliBClSwAhWoYAUqWGEqcIi6Arcggnu+u3fzZ308xk8GEL8F+2RAUxbrQbJe+pYlwYWxdnI/NNvXxeCv+NoL2uiauftMYZaBdSBCYj5tAL1eIJ9sM12PaCfmb/XK4mTBKhX2mwbinvJoMiBX+PaIbXThbx0XT8OYwgVTjqK5OCZ6nZURbQcdyDqNURal1uiwlxz2gsu9afT1ksb20OUyGkwWzggyGrml83Yxv9bhDC5TG9tF96GWUgdZSFhuC0Ow7lAr209HKuKsmcJ8SldRgdrpQsRZOO4rukS3dLA30JWIs1Dsm65MJ/oGulqGOR9ZKHApqzqja8B+uvE1DlbdgNumO6ELZrvphjsY+vH7LBz0tqb0CZ2IfjoFH/ub1r1P/YzrpXEs0BVfz6Ib9ntP1j/9t9NpD52mdByAqMe+KoV0Xx6P0SH81GRwBPkJOhHTST9+b8iQrtx7yzxoExOj7ypPP0/n/hSkD419OSwM0432xK4nsZCu6e4oNXOU6hOcJuVdCi6vkFSfzul5l2qgJ/oEpVpD2aVa6LE+QekAgrJLtdBjfaqh51yqiR7pUw0951JN9Eifaug5l2qiR/pURc+4VAs91qcqesalGuiJPh3/Y7w5maHsUtfpqT5VjT3jUtfpqT5V0TMudZX+XZ+q6BmXukh/o08V9KxLNe24UjtUJH2Ozh6l279Ipy1WRcutXT542xf1M/EFp4t1FsI/ph8AAAA8dEVYdENvbW1lbnQAIEltYWdlIGdlbmVyYXRlZCBieSBHTlUgR2hvc3RzY3JpcHQgKGRldmljZT1wbm1yYXcpCszMtoUAAAAASUVORK5CYII=)

**4. Pearson correlation coefficient**

学 过概率论的人都知道，有均值，反差，还有相关系数，相关系数就是就是描述两组变量是否线性相关的那个东西。相关系数的优点是，它跟变量的长度无关，这个都 点像cosine相似性。有一个应用是，比如一个商品推荐系统，要给用户A推荐相应的产品，首先要通过对商品的打分，找到与A相似k个用户。但是有些人， 可能天生喜欢打高分，有些人偏向于打低分，为了消除这个问题 相关系数是一个很好的度量方法。列公式，

![/rho_{X,Y}={/mathrm{cov}(X,Y) /over /sigma_X /sigma_Y} ={E[(X-/mu_X)(Y-/mu_Y)] /over /sigma_X/sigma_Y},](data:image/png;base64,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)

这个公式貌似和cosine 是有点关系的。至于如何关联，我就不讨论了。参看[correlation](http://en.wikipedia.org/wiki/Pearson_correlation_coefficient)

**5. 编辑距离或者Levenshtein distance**

编辑距离说的两个字符串的相似程度。串A通过删除，增加，和修改变成串B的可以度量函数（一般是是通过多少步能将A变成B 也可以对每一个编辑步骤加权）wikipedia上有非常好的描述，这里就不再赘述。[Levenshtein Distance](http://en.wikipedia.org/wiki/Levenshtein_distance" \t "_blank).  与之相关的字符串相似性方法还有[Jaro-Winkler distance](http://en.wikipedia.org/wiki/Jaro-Winkler_distance" \t "_blank)。

**6 SimRank 相似**

SimRank来自图论，说两个变量相似，因为他们链接了同一个或相似的节点。这个算法需要需要重点讨论。下次在说。