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**Full model-based training**

Our full training pipeline involves alternating between collecting data using policy, training the world model and training the policy inside the model. It requires significantly more time (several days to a week, depending on your hardware and the model you use).

To train a deterministic model:

python -m tensor2tensor.rl.trainer\_model\_based \

--loop\_hparams\_set=rlmb\_base \

--loop\_hparams=game=pong \

--output\_dir ~/t2t\_train/mb\_det\_pong

To train a stochastic discrete model:

python -m tensor2tensor.rl.trainer\_model\_based \

--loop\_hparams\_set=rlmb\_base\_stochastic\_discrete \

--loop\_hparams=game=pong \

--output\_dir ~/t2t\_train/mb\_sd\_pong

Hyperparameter sets are defined in tensor2tensor/rl/trainer\_model\_based\_params.py. Hyperparameter sets for the world model and agent are nested within loop\_hparams by name. You can change them with:

--loop\_hparams=game=freeway,generative\_model=next\_frame\_basic\_deterministic,base\_algo\_params=ppo\_original\_params