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**Resumo**

No contexto da abordagem de processamento paralelo para a solução de sistemas lineares que representam nós de circuito elétrico para o cálculo de suas tensões e demais grandezas elétricas: corrente e potência. A análise nodal é baseada na primeira Lei dos nós de Kirchhoff e é usada para a resolução do circuito elétrico através de equações que formam um sistema linear. A solução deste sistema linear é obtida com o processamento paralelo empregando o hardware da placa de vídeo e a arquitetura de dispositivo de computação unificada (*CUDA*). Porém para esta modelagem necessitamos de um esforço computacional que pode inviabilizar seu uso no contexto de Gêmeo Digital. Neste contexto, este trabalho propõe o uso da programação paralela *CUDA* para a redução do tempo computacional gasto nos modelos. Com o uso dos modelos paralelizados, obtém-se um ganho de performance temporal do Gêmeo Digital equiparando o tempo de resposta ao da planta real. Os resultados obtidos serão incorporados em um modelo de Gêmeo Digital como previsto no projeto de Pesquisa Desenvolvimento Experimental de Gêmeo Digital da UHE-Jirau em Escopo Completo com Tecnologia de Processamento de Eventos Complexos Distribuídos para Investigações Sistêmicas (PD-06631-0007/2018).

**Abstract**

In the context of the parallel processing approach to the solution of linear systems that represent electrical circuit nodes for the calculation of their voltages and other electrical quantities: current and power. Nodal analysis is based on Kirchhoff's first Node Law and is used for the resolution of the electrical circuit through equations that form a linear system. The solution of this linear system is achieved through parallel processing employing the graphics card hardware and unified computing device architecture (CUDA). However for this modeling we need a computational effort that can make its use in the context of Digital Twin unfeasible. In this context, this work proposes the use of CUDA parallel programming to reduce the computational time spent on the models. Using parallelized models, the Digital Twin's temporal performance gain is expected to match the response time to that of the actual plant. The results obtained will be incorporated into a Digital Twin model as foreseen in the UHE-Jirau Digital Twin Experimental Development Research Project in Full Scope with Distributed Complex Event Processing Technology for Systemic Investigations (PD-06631-0007 / 2018).
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