Memuat paket-paket yang diperlukan

library(tidyverse)

## Warning: package 'ggplot2' was built under R version 4.3.3

## ── Attaching core tidyverse packages ──────────────────────── tidyverse 2.0.0 ──  
## ✔ dplyr 1.1.3 ✔ readr 2.1.4  
## ✔ forcats 1.0.0 ✔ stringr 1.5.0  
## ✔ ggplot2 3.5.1 ✔ tibble 3.2.1  
## ✔ lubridate 1.9.3 ✔ tidyr 1.3.0  
## ✔ purrr 1.0.2   
## ── Conflicts ────────────────────────────────────────── tidyverse\_conflicts() ──  
## ✖ dplyr::filter() masks stats::filter()  
## ✖ dplyr::lag() masks stats::lag()  
## ℹ Use the conflicted package (<http://conflicted.r-lib.org/>) to force all conflicts to become errors

library(VGAM)

## Loading required package: stats4  
## Loading required package: splines

library(nnet)  
library(caret)

## Warning: package 'caret' was built under R version 4.3.2

## Loading required package: lattice  
##   
## Attaching package: 'caret'  
##   
## The following object is masked from 'package:VGAM':  
##   
## predictors  
##   
## The following object is masked from 'package:purrr':  
##   
## lift

library(readr)  
library(generalhoslem)

## Warning: package 'generalhoslem' was built under R version 4.3.3

## Loading required package: reshape  
##   
## Attaching package: 'reshape'  
##   
## The following object is masked from 'package:lubridate':  
##   
## stamp  
##   
## The following object is masked from 'package:dplyr':  
##   
## rename  
##   
## The following objects are masked from 'package:tidyr':  
##   
## expand, smiths  
##   
## Loading required package: MASS  
##   
## Attaching package: 'MASS'  
##   
## The following object is masked from 'package:dplyr':  
##   
## select

library(pscl)

## Warning: package 'pscl' was built under R version 4.3.3

## Classes and Methods for R originally developed in the  
## Political Science Computational Laboratory  
## Department of Political Science  
## Stanford University (2002-2015),  
## by and under the direction of Simon Jackman.  
## hurdle and zeroinfl functions by Achim Zeileis.

library(ROSE)

## Warning: package 'ROSE' was built under R version 4.3.2

## Loaded ROSE 0.0-4

Data

pkl <- read.csv("data\_pkl.csv")  
data <- subset(pkl, Status\_Akhir %in% c("SEMBUH", "MENINGGAL"))  
data = subset(data, select = -c(Tahun))

data <- data %>%  
 mutate\_all(as.factor)  
str(data)

## 'data.frame': 580 obs. of 9 variables:  
## $ Jenis\_Kelamin : Factor w/ 2 levels "L","P": 2 2 1 2 2 1 1 2 2 1 ...  
## $ Status\_Covid.19: Factor w/ 3 levels "KONFIRMASI","PROBABLE",..: 1 1 1 1 3 3 1 1 3 3 ...  
## $ Perawatan : Factor w/ 3 levels "IGD","RALAN",..: 3 2 3 3 2 2 3 3 2 2 ...  
## $ Sesak\_Nafas : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Gangguan\_Makan : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ DM : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ HT : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Umur : Factor w/ 2 levels "<=50",">50": 2 2 2 2 1 1 2 1 1 2 ...  
## $ Status\_Akhir : Factor w/ 2 levels "MENINGGAL","SEMBUH": 2 2 2 2 2 2 2 2 2 2 ...

Summary

summary(data)

## Jenis\_Kelamin Status\_Covid.19 Perawatan Sesak\_Nafas Gangguan\_Makan DM   
## L:285 KONFIRMASI:382 IGD : 99 0:479 0:569 0:577   
## P:295 PROBABLE : 7 RALAN:102 1:101 1: 11 1: 3   
## SUSPECT :191 RANAP:379   
## HT Umur Status\_Akhir  
## 0:571 <=50:290 MENINGGAL: 28   
## 1: 9 >50 :290 SEMBUH :552   
##

data$Sesak\_Nafas <- relevel(data$Sesak\_Nafas, ref="0")  
data$Gangguan\_Makan <- relevel(data$Gangguan\_Makan, ref="0")  
data$DM <- relevel(data$DM, ref="0")  
data$HT <- relevel(data$HT, ref="0")  
data$Umur <- factor(data$Umur, levels = c("<=50", ">50"))  
data$Status\_Covid.19 <- factor(data$Status\_Covid.19, levels = c("SUSPECT", "PROBABLE", "KONFIRMASI"))  
data$Perawatan <- factor(data$Perawatan, levels = c("RALAN", "RANAP", "IGD"))  
data$Status\_Akhir <- relevel(data$Status\_Akhir, ref="SEMBUH")

unique(data$Jenis\_Kelamin)

## [1] P L  
## Levels: L P

unique(data$Status\_Covid.19)

## [1] KONFIRMASI SUSPECT PROBABLE   
## Levels: SUSPECT PROBABLE KONFIRMASI

unique(data$Perawatan)

## [1] RANAP RALAN IGD   
## Levels: RALAN RANAP IGD

unique(data$Sesak\_Nafas)

## [1] 0 1  
## Levels: 0 1

unique(data$Gangguan\_Makan)

## [1] 0 1  
## Levels: 0 1

unique(data$DM)

## [1] 0 1  
## Levels: 0 1

unique(data$HT)

## [1] 0 1  
## Levels: 0 1

unique(data$Umur)

## [1] >50 <=50  
## Levels: <=50 >50

unique(data$Status\_Akhir)

## [1] SEMBUH MENINGGAL  
## Levels: SEMBUH MENINGGAL

Spliting Data

set.seed(2024)  
index <- sample(nrow(data), 0.7\*nrow(data))  
train <- data[index,]  
valid <- data[-index,]

table(valid$Status\_Akhir)

##   
## SEMBUH MENINGGAL   
## 163 11

Handling Imbalance Data Using ROSE

table(train$Status\_Akhir)

##   
## SEMBUH MENINGGAL   
## 389 17

Data sebelum dilakukan ROSE

# Membuat barplot  
bar <- barplot(prop.table(table(train$Status\_Akhir)),   
 main = "Distribusi Status Akhir Sebelum ROSE",   
 ylim = c(0, max(prop.table(table(train$Status\_Akhir))) + 0.05))  
  
# Menghitung frekuensi absolut  
counts <- table(train$Status\_Akhir)  
  
# Menambahkan teks (jumlah) di atas tengah bar  
text(bar, prop.table(counts) + 0.02, labels = counts, cex = 0.8)
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train\_rose <- ROSE(Status\_Akhir ~ ., data = train, seed = 2024)$data

table(train\_rose$Status\_Akhir)

##   
## SEMBUH MENINGGAL   
## 200 206

Data setelah dilakukan ROSE

# Membuat barplot  
bar <- barplot(prop.table(table(train\_rose$Status\_Akhir)),   
 main = "Distribusi Status Akhir Setelah ROSE",   
 ylim = c(0, max(prop.table(table(train\_rose$Status\_Akhir))) + 0.05))  
  
# Menghitung frekuensi absolut  
counts <- table(train\_rose$Status\_Akhir)  
  
# Menambahkan teks (jumlah) di atas tengah bar  
text(bar, prop.table(counts) + 0.02, labels = counts, cex = 0.8)

![](data:image/png;base64,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)

str(train\_rose)

## 'data.frame': 406 obs. of 9 variables:  
## $ Jenis\_Kelamin : Factor w/ 2 levels "L","P": 2 2 2 2 2 1 2 1 2 1 ...  
## $ Status\_Covid.19: Factor w/ 3 levels "SUSPECT","PROBABLE",..: 3 3 3 3 3 1 3 3 1 1 ...  
## $ Perawatan : Factor w/ 3 levels "RALAN","RANAP",..: 3 1 3 2 2 1 1 2 1 1 ...  
## $ Sesak\_Nafas : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Gangguan\_Makan : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ DM : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ HT : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Umur : Factor w/ 2 levels "<=50",">50": 1 1 1 1 1 2 1 1 1 1 ...  
## $ Status\_Akhir : Factor w/ 2 levels "SEMBUH","MENINGGAL": 1 1 1 1 1 1 1 1 1 1 ...

Uji independensi

1. Variabel Jenis Kelamin

tabel\_kontingensi1 <- table(train\_rose$Jenis\_Kelamin, train\_rose$Status\_Akhir)  
hasil\_chisq1 <- chisq.test(tabel\_kontingensi1)  
hasil\_chisq1

##   
## Pearson's Chi-squared test with Yates' continuity correction  
##   
## data: tabel\_kontingensi1  
## X-squared = 0.74697, df = 1, p-value = 0.3874

1. Variabel Umur

tabel\_kontingensi2 <- table(train\_rose$Umur, train\_rose$Status\_Akhir)  
hasil\_chisq2 <- chisq.test(tabel\_kontingensi2)  
hasil\_chisq2

##   
## Pearson's Chi-squared test with Yates' continuity correction  
##   
## data: tabel\_kontingensi2  
## X-squared = 138.22, df = 1, p-value < 2.2e-16

1. Variabel Status.Covid.19

tabel\_kontingensi3 <- table(train\_rose$Status\_Covid.19, train\_rose$Status\_Akhir)  
hasil\_chisq3 <- chisq.test(tabel\_kontingensi3)  
hasil\_chisq3

##   
## Pearson's Chi-squared test  
##   
## data: tabel\_kontingensi3  
## X-squared = 28.779, df = 2, p-value = 5.632e-07

1. Variabel Perawatan

tabel\_kontingensi4 <- table(train\_rose$Perawatan, train\_rose$Status\_Akhir)  
hasil\_chisq4 <- chisq.test(tabel\_kontingensi4)  
hasil\_chisq4

##   
## Pearson's Chi-squared test  
##   
## data: tabel\_kontingensi4  
## X-squared = 72.135, df = 2, p-value < 2.2e-16

1. Variabel Sesak\_Nafas

tabel\_kontingensi5 <- table(train\_rose$Sesak\_Nafas, train\_rose$Status\_Akhir)  
hasil\_chisq5 <- chisq.test(tabel\_kontingensi5)  
hasil\_chisq5

##   
## Pearson's Chi-squared test with Yates' continuity correction  
##   
## data: tabel\_kontingensi5  
## X-squared = 9.9085, df = 1, p-value = 0.001645

1. Variabel Gangguan Makan

tabel\_kontingensi6 <- table(train\_rose$Gangguan\_Makan, train\_rose$Status\_Akhir)  
hasil\_chisq6 <- chisq.test(tabel\_kontingensi6)  
hasil\_chisq6

##   
## Pearson's Chi-squared test with Yates' continuity correction  
##   
## data: tabel\_kontingensi6  
## X-squared = 26.498, df = 1, p-value = 2.638e-07

1. Variabel DM

tabel\_kontingensi7 <- table(train\_rose$DM, train\_rose$Status\_Akhir)  
hasil\_chisq7 <- chisq.test(tabel\_kontingensi7)

## Warning in chisq.test(tabel\_kontingensi7): Chi-squared approximation may be  
## incorrect

hasil\_chisq7

##   
## Pearson's Chi-squared test with Yates' continuity correction  
##   
## data: tabel\_kontingensi7  
## X-squared = 7.0341, df = 1, p-value = 0.007997

1. Variabel HT

tabel\_kontingensi8 <- table(train\_rose$HT, train\_rose$Status\_Akhir)  
hasil\_chisq8 <- chisq.test(tabel\_kontingensi8)  
hasil\_chisq8

##   
## Pearson's Chi-squared test with Yates' continuity correction  
##   
## data: tabel\_kontingensi8  
## X-squared = 32.761, df = 1, p-value = 1.042e-08

Hasil uji independensi menunjukan bahwa terdapat varibel jenis kelamin tidak berpengaruh signifikan terhadap status akhir pasien covid-19, sehingga variabel tersebut tidak dimasukan dalam pembentukan model

train\_baru = subset(train\_rose, select = -(Jenis\_Kelamin))  
str(train\_baru)

## 'data.frame': 406 obs. of 8 variables:  
## $ Status\_Covid.19: Factor w/ 3 levels "SUSPECT","PROBABLE",..: 3 3 3 3 3 1 3 3 1 1 ...  
## $ Perawatan : Factor w/ 3 levels "RALAN","RANAP",..: 3 1 3 2 2 1 1 2 1 1 ...  
## $ Sesak\_Nafas : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Gangguan\_Makan : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ DM : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ HT : Factor w/ 2 levels "0","1": 1 1 1 1 1 1 1 1 1 1 ...  
## $ Umur : Factor w/ 2 levels "<=50",">50": 1 1 1 1 1 2 1 1 1 1 ...  
## $ Status\_Akhir : Factor w/ 2 levels "SEMBUH","MENINGGAL": 1 1 1 1 1 1 1 1 1 1 ...

Regresi Logistik (Model Semua Variabel)

mlog <- glm(Status\_Akhir~., data = train\_baru, family = binomial)  
summary(mlog)

##   
## Call:  
## glm(formula = Status\_Akhir ~ ., family = binomial, data = train\_baru)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -6.3614 1.1189 -5.685 1.31e-08 \*\*\*  
## Status\_Covid.19PROBABLE 38.9102 3193.4648 0.012 0.990279   
## Status\_Covid.19KONFIRMASI 1.0826 0.4389 2.467 0.013640 \*   
## PerawatanRANAP 3.9445 1.0458 3.772 0.000162 \*\*\*  
## PerawatanIGD -15.6627 1391.9735 -0.011 0.991022   
## Sesak\_Nafas1 -0.9818 0.4808 -2.042 0.041137 \*   
## Gangguan\_Makan1 6.4838 1.5279 4.244 2.20e-05 \*\*\*  
## DM1 -0.6685 4173.6931 0.000 0.999872   
## HT1 19.8707 2137.7203 0.009 0.992584   
## Umur>50 2.6800 0.4001 6.698 2.11e-11 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 562.75 on 405 degrees of freedom  
## Residual deviance: 245.71 on 396 degrees of freedom  
## AIC: 265.71  
##   
## Number of Fisher Scoring iterations: 18

Uji Signifikan Serentak

pR2(mlog)

## fitting null model for pseudo-r2

## llh llhNull G2 McFadden r2ML r2CU   
## -122.8561579 -281.3734187 317.0345216 0.5633697 0.5419941 0.7227114

qchisq(0.95,6)

## [1] 12.59159

Uji Signifikan Parsial

summary(mlog)

##   
## Call:  
## glm(formula = Status\_Akhir ~ ., family = binomial, data = train\_baru)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -6.3614 1.1189 -5.685 1.31e-08 \*\*\*  
## Status\_Covid.19PROBABLE 38.9102 3193.4648 0.012 0.990279   
## Status\_Covid.19KONFIRMASI 1.0826 0.4389 2.467 0.013640 \*   
## PerawatanRANAP 3.9445 1.0458 3.772 0.000162 \*\*\*  
## PerawatanIGD -15.6627 1391.9735 -0.011 0.991022   
## Sesak\_Nafas1 -0.9818 0.4808 -2.042 0.041137 \*   
## Gangguan\_Makan1 6.4838 1.5279 4.244 2.20e-05 \*\*\*  
## DM1 -0.6685 4173.6931 0.000 0.999872   
## HT1 19.8707 2137.7203 0.009 0.992584   
## Umur>50 2.6800 0.4001 6.698 2.11e-11 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 562.75 on 405 degrees of freedom  
## Residual deviance: 245.71 on 396 degrees of freedom  
## AIC: 265.71  
##   
## Number of Fisher Scoring iterations: 18

mlog2 <- glm(Status\_Akhir~ Umur+Status\_Covid.19+Perawatan+Sesak\_Nafas+Gangguan\_Makan, data = train\_baru, family = binomial)  
summary(mlog2)

##   
## Call:  
## glm(formula = Status\_Akhir ~ Umur + Status\_Covid.19 + Perawatan +   
## Sesak\_Nafas + Gangguan\_Makan, family = binomial, data = train\_baru)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -6.5485 1.1168 -5.863 4.53e-09 \*\*\*  
## Umur>50 2.8232 0.3922 7.199 6.06e-13 \*\*\*  
## Status\_Covid.19PROBABLE 36.9213 1932.4585 0.019 0.984757   
## Status\_Covid.19KONFIRMASI 1.1364 0.3958 2.871 0.004091 \*\*   
## PerawatanRANAP 3.9774 1.0452 3.805 0.000142 \*\*\*  
## PerawatanIGD -14.6299 833.9554 -0.018 0.986004   
## Sesak\_Nafas1 0.2320 0.3940 0.589 0.555927   
## Gangguan\_Makan1 5.3365 1.4852 3.593 0.000327 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 562.75 on 405 degrees of freedom  
## Residual deviance: 275.61 on 398 degrees of freedom  
## AIC: 291.61  
##   
## Number of Fisher Scoring iterations: 17

Rasio odds

exp(coef((mlog)))

## (Intercept) Status\_Covid.19PROBABLE Status\_Covid.19KONFIRMASI   
## 1.726873e-03 7.915967e+16 2.952281e+00   
## PerawatanRANAP PerawatanIGD Sesak\_Nafas1   
## 5.165153e+01 1.576742e-07 3.746240e-01   
## Gangguan\_Makan1 DM1 HT1   
## 6.544482e+02 5.124970e-01 4.263211e+08   
## Umur>50   
## 1.458513e+01

Uji Kesesuaian Model

logitgof(train\_baru$Status\_Akhir,fitted(mlog2))

## Warning in logitgof(train\_baru$Status\_Akhir, fitted(mlog2)): At least one cell  
## in the expected frequencies table is < 1. Chi-square approximation may be  
## incorrect.

## Warning in logitgof(train\_baru$Status\_Akhir, fitted(mlog2)): Not possible to  
## compute 10 rows. There might be too few observations.

##   
## Hosmer and Lemeshow test (binary model)  
##   
## data: train\_baru$Status\_Akhir, fitted(mlog2)  
## X-squared = 30.146, df = 6, p-value = 3.688e-05

qchisq(0.95,5)

## [1] 11.0705

Prediksi

# Prediksi probabilitas pada data validasi  
problog <- predict(mlog2, valid, type = "response")  
  
# Prediksi biner berdasarkan ambang batas 0.5  
predlog <- rep("SEMBUH", nrow(valid)) # Default prediksi adalah "SEMBUH"  
predlog[problog > 0.5] <- "MENINGGAL" # Jika probabilitas > 0.5, prediksi "MENINGGAL"  
  
# Pastikan kelas dalam predlog sama dengan kelas dalam valid$Status\_Akhir  
predlog <- factor(predlog, levels = c("SEMBUH", "MENINGGAL"))  
valid$Status\_Akhir <- factor(valid$Status\_Akhir, levels = c("SEMBUH", "MENINGGAL"))

Confusion Matrix Model Regresi Logistik

contingency\_table <- table(predlog, valid$Status\_Akhir)  
contingency\_table

##   
## predlog SEMBUH MENINGGAL  
## SEMBUH 99 5  
## MENINGGAL 64 6

conf\_matrix <- confusionMatrix(contingency\_table)  
conf\_matrix

## Confusion Matrix and Statistics  
##   
##   
## predlog SEMBUH MENINGGAL  
## SEMBUH 99 5  
## MENINGGAL 64 6  
##   
## Accuracy : 0.6034   
## 95% CI : (0.5266, 0.6767)  
## No Information Rate : 0.9368   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.0437   
##   
## Mcnemar's Test P-Value : 2.902e-12   
##   
## Sensitivity : 0.60736   
## Specificity : 0.54545   
## Pos Pred Value : 0.95192   
## Neg Pred Value : 0.08571   
## Prevalence : 0.93678   
## Detection Rate : 0.56897   
## Detection Prevalence : 0.59770   
## Balanced Accuracy : 0.57641   
##   
## 'Positive' Class : SEMBUH   
##

#citation("ROSE")

#RStudio.Version()