IrPen

——用于平板电脑交互的6自由度笔
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# 引言

传统的笔交互界面使用2维平面的笔尖位置进行交互。为了增加笔交互的输入维度，研究人员也使用笔的移动方向、笔到屏幕平面的距离作为输入。例如，Tovi Grossman和他的同事[[1]](#endnote-1)、Sriram Subramanian和他的同事[[2]](#endnote-2)提出的笔交互系统可使用笔的屏幕平面上的3个维度的位置。Xiaojun Bi和他的同事使用笔的移动方向来调用上下文菜单[[3]](#endnote-3)。

此外，研究人员使用这些输入维度来使3D操控更直观。例如，一种光线投射方法使用笔的位置和方向来在3维虚拟环境中选择对象。[[4]](#endnote-4) Baxter和他的同事在他们的绘图应用程序中使用笔的6个自由度（DOF）来模拟各种类型画笔的物理特性。[[5]](#endnote-5)

**除了结合了IrCube跟踪器的基本操作的原则，IrPen还考虑到了平板电脑的特殊要求。它为平板电脑使用了足够小的传感器和能降低平板平面反射影响的笔结构，该设计还解决了与闭塞环境的光照问题**

然而，当前的笔（程序）系统跟踪范围有限，所以不能完全支持这些交互技术。所以，研究人员使用了可替代的传感工具，例如Vicon运动跟踪系统或者9自由度的传感器模块。[[6]](#endnote-6) 但是，这些工具在平板电脑上是不可实现的。（更多关于笔接口的信息，请参见边栏。）

要为平板电脑打造出实用的六自由度笔系统，我们回顾6 自由度跟踪方法，包括磁，光，和声学追踪器。我们发现， IrCube系统是最有潜力的，因为它的硬件结构包括:一些照片传感器和LED指示灯，我们可以很容易的把它们分别嵌入到平板和笔中。我们为一个专门为平板使用的笔系统定义了一些附加的要求。在这些要求的基础上，我们实现了原型，并通过测量它的性能证明其可行性。

# **IrCube**

IrCube追踪一个指针的位置和方向，这个指针包含一个发光二极管（LED）阵列，在每个方向上都有一个发光二极管。传感器测量LED（光）强度；然后ircube采用优化算法求解逆问题。当传感器固定而LED移动时，传感器上会测量到LED的位置和移动方向。这种前向模型为:

|  |
| --- |
| , |

F0是第m个LED（光照）强度，d是LED灯到第n个传感器的距离，DLED和Ddiode是LED和二极管的方向参数，θn和ϕm是一个传感器到一个LED的相关角度。图2解释了这个模型。

LED灯按时间按顺序打开和关闭，一次一个，IrCube在每个传感器测量其光强度，在一个完整的照明周期，我们得到了m\*n个传感器数据。如果我们了解每个传感器的位置、方向、方向性和灵敏度，和每个LED的位置、趋向、方向性和强度，那么就可以使用前向模型来预测这些值。

|  |  |
| --- | --- |
|  |  |
| 图1. IrPen交互空间。IrPen扩展了IrCube跟踪系统使其考虑到平板电脑的特殊需求。 | 图2. IrCube跟踪系统的前向模型[[7]](#endnote-7)。当LED与传感器的距离和角度给定时，它给出了传感器的输出。d是第m个LED和第n个传感器的距离，θn和ϕm是传感器到LED的相关角度。 |

为了确定指针的位置和方向，我们使用一个优化算法最大限度地减少错误函数E:

|  |
| --- |
| , |

Omn是传感器测量结果，F(xm-xn , qm)是前向模型的预测结果，xn和xm是第n个传感器和第m个LED的位置，qm是一个四维向量代表指针的趋向。

IrCube的最大传感器尺寸142\*82mm，使得很难将他集成到平板上。在一次平板上使用IrCube传感器的实例中，此传感器和平板一样大。7 ­所报告的位置误差分别是静态条件下23.5 ， 20.2 ，和27.5毫米（分别在三个轴方向），动态条件下28.2，34.1，和18.1毫米。这样的精度用在电视上是可以接受的，但在平板上，位置误差必须要减小。Seongkook Heo和他的同事承认，由于反射作用，IrCube有一个基本的限制。7在平板电脑上使用IrCube，当指针接近平板表面，平板表面的反射会造成指针位置消失。

# **IrPen**

IrPen系统包括一支笔和一个传感器框架，该框架安装在带有11.6 英寸显示器的三星Series 7平板上（见图3a）。我们使用C#语言实现了跟踪器软件。

## **笔**

这支笔包含12个LED，一个笔尖，一个压力传感器和一个按钮（见图3b）。首先，LED灯同时打开、关闭发送同步信号。它们按顺序打开和关闭，一次一个。此过程发生两次，一次以全光强度发生，另一次以大约20%的光强度发生。这种重复克服了传感器动态范围有限的问题。整个过程大约花费15毫秒。

当笔位于交互空间时，用户按下按钮来选择一个对象或者使拖动。当笔触及平板表面时，笔尖将会按动压力传感器。笔将压力值和按钮状态同步编码，并将信号发送给传感器框架。

## **传感器框架**

该传感器框架包含六个传感器模块和一个微控制器。传感器位于平板电脑的四角以及顶部中心和底部边缘（见图3a）。这些传感器覆盖在屏幕上，并解决了遮挡问题。微控制器使用12位 模拟 - 数字 转换器来读取传感器的输出电压，并通过USB连接将这些值发送到计算机上。USB总线可以支持发送传感器帧的供能，因为每个传感器模块电流小于30毫安。

|  |
| --- |
|  |
| 图3a IrPen的整个系统，IrPen将采用的6个传感器安装在带有11.6 英寸显示器的三星Series 7平板上 |
|  |
| 图3b. 笔的原型 |
|  |
| 图4. 信号发生步骤，些步骤的计算时间约为13毫秒，使用3-GHz的 Intel Core i5-2320 CPU 。 |

## **信号发生**

传感器框架的数据采集时间是大约15毫秒，数据包从框架发送到跟踪软件大约需要13毫秒。数据包包含146个整形数（12 个LEDs × 6 传感器 × 2 个光强度等级 + 按钮信息和按压状态）。当系统接收到数据包时，跟踪器软件需要三个信号处理步骤（见图4）。总的来说，数据帧速率大小为35fps，这些步骤的计算时间约为13毫秒，使用3-GHz的 Intel Core i5-2320 CPU 。

第一步将传感器数据归一化。每个传感器芯片具有不同的传感范围和灵敏度，所以，这是必需的。我们针对每个芯片使用线性的映射函数将传感器的输出映射到物理世界的光照强度。我们实验性的确定了这些功能。传感器的输出有两个——一个是每一个LED的光强度。我们设计了信号处理模块来选择一个不饱和输出。若两个输出均是不饱和的，该模块选择较大的一个，因为它具有较高的信噪比。若两个输出均是饱和的，模块则丢弃它们。

在第二步，优化算法使用第一步获得的归一化值和初始猜测的位置和趋向来预测笔的位置和趋向。这种猜测假定笔尖的速度是恒定的。我们使用信赖域反射算法来优化；[[8]](#endnote-8) 随着它的运行，前向模型预测传感器的输出。如果优化的剩余部分超过了某个阈值，该算法将再次运行不同的初始猜测（如图4中的虚线表示）。

在第三步，运行一个误差校正器和一个稳定过滤器。因为最初我们在预测中发现了系统误差，我们引入校正器来增加IrPen的准确度。我们共三个多项式函数（每个轴一个）来对这种误差建模。

我们筛选误差校正器的结果，来降低手颤造成的运动影响。我们首先尝试了低通滤波器来保证稳定性，但这样做会导致延迟效应。为了解决类似的问题，之前的研究使用自适应的低通滤波器，该滤波器使用指针的平均速度来控制滤波器的极值大小。[[9]](#endnote-9)该滤波器能有效解决手颤摇晃造成的问题，并且不会造成延迟效应。我们使用了这个滤波器，它在我们的系统上同样有效。

# **从IrCube到IrPen**

从IrCube到IrPen我们遇到了主要的几个技术问题。

## **手部遮挡**

因为拿着IrPen的手可能会遮挡住一个传感器，IrPen系统应该能够容许1个或2个传感器被遮挡。这是可以被满足的，因为传感器输出数量（6个传感器×12个LED = 72个输出）远远超过了优化算法所需要的参数数量。

在我们考虑遮挡问题之前，我们决定使用6个传感器。为了覆盖整个屏幕，我们认为至少需要6个传感器。
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