1.制作COCO数据集

COCO数据集的标注文件以JSON格式保存，其中COCO的目录结构如下：
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图1：COCO文件夹的目录结构

其中images下面是训练、测试和验证图片，分别放在3个不同的文件夹中。annotations下面保存着训练集、测试集和验证集的标注文件，可以命名为test.json，train.json，val.json。

首先可以用labelImg软件制作xml格式的annotations文件，具体方法可以参考：<https://blog.csdn.net/csdn_zhishui/article/details/84962587#212__119>。然后用xml2json的脚本进行转换，代码可以参考：<https://blog.csdn.net/csdn_zhishui/article/details/95074395?utm_medium=distribute.pc_relevant_t0.none-task-blog-BlogCommendFromMachineLearnPai2-1.nonecase&depth_1-utm_source=distribute.pc_relevant_t0.none-task-blog-BlogCommendFromMachineLearnPai2-1.nonecase>

2.使用训练集进行训练

首先安装MSCOCO API：

在CornerNet-Lite目录下创建文件夹：

mkdir -p data

cd data

git clone <https://github.com/cocodataset/cocoapi>

注意下载后需要将cocoapi改名为coco：

mv cocoapi coco

然后编译：

cd coco/PythonAPI

make install

在数据集制作完成以及上述环境配置好后，需要修改一些配置文件：

cd ~/CornerNet-Lite/core/dbs

参照coco.py构建自己的数据读取接口，并保存在dbs目录下，文件名可自己取，如NJtraffic.py，具体教程可参看<https://zhuanlan.zhihu.com/p/81300373>，以下步骤仍然可以参照此文章。

修改dbs目录下的\_\_init\_\_.py，指向上述NJtraffic.py中定义的数据接口类。

修改CornerNet-Lite/configs下的配置文件CornerNet\_Squeeze.json文件。

修改CornerNet-Lite/core/dbs/detection.py下line10 self.\_configs[“categories”] = 4，这一项是训练的类别数，根据自己的需要进行修改。

修改CornerNet-Lite/core/models/CornerNet\_Squeeze.py的line94和line95，将相关的变量改成自己数据集的类别数。

修改完成后即可开始训练：

cd ~/CornerNet-Lite

python train.py CornerNet\_Squeeze

几天后即可查看结果

3.相关问题

①文件改好后运行train.py出现错误：

ImportError: /mnt/disk/home1/cjp/anaconda/envs/CornerNet\_Lite/lib/python3.7/site-packages/kiwisolver.cpython-37m-x86\_64-linux-gnu.so : symbol \_ZTVNSt7\_\_cxx1118basic\_stringstreamIcSt11char\_traitsIcESaIcEEE, version GLIBCXX\_3.4.21 not defined in file libstdc++.so.6 with link time reference

可以参考相关网址：<https://blog.csdn.net/weixin_30888027/article/details/101747828>

将相关的库导入本地的路径：

export LD\_LIBRARY\_PATH=$LD\_LIBRARY\_PATH:/mnt/disk/home1/cjp/anaconda/lib

②之后有可能遇到：ValueError: numpy.ufunc size changed, may indicate binary incompatibility的问题

参考相关网址：<https://blog.csdn.net/qq_39501363/article/details/90666520>

运行pip install --upgrade numpy更新库

③如果出现python RuntimeError:cannot join current thread的错误，可以参考网址：<https://blog.csdn.net/qq_38806886/article/details/89495639>

运行pip install --upgrade tqdm更新库

④如果出现RuntimeError: CUDA out of memory，可以修改configs下CornerNet\_Squeeze文件中的batch\_size和下面的chunk\_sizes，将它们的大小改小之后就不会出现out of memory的报错了

⑤训练时报错RuntimeError: Dimension out of range (expected to be in range of [-2, 1], but got 2)，将CornerNet-Lite/configs文件夹下的CornerNet\_Squeeze.json中每个GPU的chunk\_sizes改成一样大小即可，我设置的是[2, 2, 2, 2]。

4.用自己的模型进行推断

接下来运用训练好的模型进行推测，修改CornerNet-Lite/core目录下的detectors.py文件，将from .dbs.coco import COCO改为from .dbs.trainTest import COCO，将CornerNet\_Squeeze类中的model\_path改为自己训练得到的CornerNet\_Squeeze\_5000.pkl。保存后退出，进入CornerNet-Lite文件夹，修改demo.py中的源图片为自己测试集中的图片，更改完成后运行demo.py。