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**Abstract**—Ever since the Turing Test was proposed in the 1950s, humans have explored the mastering of language intelligence by machine. Language is essentially a complex, intricate system of human expressions governed by grammatical rules. It poses a significant challenge to develop capable artificial intelligence (AI) algorithms for comprehending and grasping a language. As a major approach, *language modeling* has been widely studied for language understanding and generation in the past two decades, evolving from statistical language models to neural language models. Recently, pre-trained language models (PLMs) have been proposed by pre- training Transformer models over large-scale corpora, showing strong capabilities in solving various natural language processing (NLP) tasks. Since researchers have found that model scaling can lead to performance improvement, they further study the scaling effect by increasing the model size to an even larger size. Interestingly, when the parameter scale exceeds a certain level, these enlarged language models not only achieve a significant performance improvement but also show some special abilities (*e.g.,* in-context learning) that are not present in small-scale language models (*e.g.,* BERT). To discriminate the difference in parameter scale, the research community has coined the term *large language models (LLM)* for the PLMs of significant size (*e.g.,* containing tens or hundreds of billions of parameters). Recently, the research on LLMs has been largely advanced by both academia and industry, and a remarkable progress is the launch of ChatGPT (a powerful AI chatbot developed based on LLMs), which has attracted widespread attention from society. The technical evolution of LLMs has been making an important impact on the entire AI community, which would revolutionize the way how we develop and use AI algorithms. Considering this rapid technical progress, in this survey, we review the recent advances of LLMs by introducing the background, key findings, and mainstream techniques. In particular, we focus on four major aspects of LLMs, namely pre-training, adaptation tuning, utilization, and capacity evaluation. Besides, we also summarize the available resources for developing LLMs and discuss the remaining issues for future directions. This survey provides an up-to-date review of the literature on LLMs, which can be a useful resource for both researchers and engineers.

**Index Terms**—Large Language Models; Emergent Abilities; Adaptation Tuning; Utilization; Alignment; Capacity Evaluation
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1. **INTRODUCTION**
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ANGUAGE is a prominent ability of human beings for expression and communication, which develops in early childhood and evolves over a lifetime [[1,](#_bookmark44) [2].](#_bookmark45) Whereas for machines, they cannot naturally grasp the abilities of understanding and communicating in the form of human language, unless equipped with powerful artificial intelli- gence (AI) algorithms. To achieve this goal, it has been a longstanding research challenge that enables machines to

L

read, write, and communicate like humans [[3].](#_bookmark46)

Technically, *language modeling (LM)* is one of the major approaches to advancing language intelligence of machines. In general, LM aims to model the generative likelihood of word sequences, so as to predict the probabilities of future (or missing) tokens. The research of LM has received extensive research attention in the literature, which can be roughly divided into four major development stages:

*Statistical language models (SLM)*. SLMs [[4–7]](#_bookmark48) are de- veloped based on *statistical learning* methods that rose in the 1990s. The basic idea is to build the word prediction model based on the Markov assumption, *e.g.,* predicting the next word based on the most recent context. The SLMs with a fixed context length *n* are also called *n*-gram language models, *e.g.,* bigram and trigram language models. SLMs have been widely applied to enhance task performance in information retrieval (IR) [[8,](#_bookmark49) [9]](#_bookmark50) and natural language

*•*
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processing (NLP) [[10–12].](#_bookmark52) However, they often suffer from the curse of dimensionality: it is difficult to accurately estimate high-order language models since an exponential number of transition probabilities need to be estimated. Thus, specially designed smoothing strategies such as back- off estimation [[13]](#_bookmark53) and Good–Turing estimation [[14]](#_bookmark54) have been introduced to alleviate the data sparsity problem.

*Neural language models (NLM)*. NLMs [[15–17]](#_bookmark62) character- ize the probability of word sequences by neural networks, *e.g.,* recurrent neural networks (RNNs). As a remarkable contribution, the work in [[15]](#_bookmark55) introduced the concept of *distributed representation* of words and modeled the context representation by aggregating the related distributed word vectors. By extending the idea of learning effective features for words or sentences, a general neural network approach was developed to build a unified solution for various NLP tasks [[18].](#_bookmark65) Further, word2vec [[19,](#_bookmark56) [20]](#_bookmark57) was proposed to build a simplified shallow neural network for learning distributed word representations, which were shown to be very effec- tive across a variety of NLP tasks. These studies initiate the use of language models for representation learning (beyond word sequence modeling), having an important impact on the field of NLP.

*•*

*Pre-trained language models (PLM)*. As an early at- tempt, ELMo [[21]](#_bookmark58) was proposed to capture context-aware word representations by first pre-training a bidirectional LSTM (biLSTM) network (instead of learning fixed word representations) and fine-tuning the biLSTM network ac-

*•*

cording to specific downstream tasks. Further, based on the highly parallelizable Transformer architecture [[22]](#_bookmark59) with self-attention mechanisms, BERT [[23]](#_bookmark60) was proposed by pre- training bidirectional language models with specially de- signed pre-training tasks on large-scale unlabeled corpora. These pre-trained context-aware word representations are very effective as general-purpose semantic features, which have largely raised the performance bar of NLP tasks. This work has inspired a large number of follow-up work, which sets the “*pre-training* and *fine-tuning*” learning paradigm. Following this paradigm, a great number of studies on PLMs have been developed, introducing either different architectures [[24,](#_bookmark61) [25]](#_bookmark63) (*e.g.,* GPT-2 [[26]](#_bookmark64) and BART [[24])](#_bookmark61) or improved pre-training strategies [[27–29].](#_bookmark68) In this paradigm, it often requires fine-tuning the PLM for adapting to different downstream tasks.

*Large language models (LLM)*. Researchers find that scaling PLM (*e.g.,* scaling model size or data size) often leads to an improved model capacity on downstream tasks (*i.e.,* following the scaling law [[30]).](#_bookmark69) A number of studies have explored the performance limit by training an ever larger PLM (*e.g.,* the 175B-parameter GPT-3 and the 540B- parameter PaLM). Although scaling is mainly conducted in model size (with similar architectures and pre-training tasks), these large-sized PLMs display different behaviors from smaller PLMs (*e.g.,* 330M-parameter BERT and 1.5B- parameter GPT-2) and show surprising abilities (called *emer- gent abilities* [[31])](#_bookmark70) in solving a series of complex tasks. For example, GPT-3 can solve few-shot tasks through *in-context learning*, whereas GPT-2 cannot do well. Thus, the research community coins the term “*large language models (LLM)*”[1](#_bookmark1) for these large-sized PLMs [[32–35].](#_bookmark74) A remarkable application of LLMs is *ChatGPT*[2](#_bookmark2) that adapts the LLMs from the GPT series for dialogue, which presents an amazing conversation ability with humans.

*•*

In the existing literature, PLMs have been widely dis- cussed and surveyed [[36–39],](#_bookmark77) while LLMs are seldom re- viewed in a systematic way. To motivate our survey, we first highlight three major differences between LLMs and PLMs. First, LLMs display some surprising emergent abilities that may not be observed in previous smaller PLMs. These abilities are key to the performance of language models on complex tasks, making AI algorithms unprecedently power- ful and effective. Second, LLMs have revolutionized the way that humans develop and use AI algorithms. Unlike small PLMs, the major approach to accessing LLMs is through the prompting interface (*e.g.,* GPT-4 API). Humans have to understand how LLMs work and format their tasks in a way that LLMs can follow. Third, the development of LLMs no longer draws a clear distinction between research and en- gineering. The training of LLMs requires extensive practical experiences in large-scale data processing and distributed parallel training. To develop capable LLMs, researchers have to solve complicated engineering issues, working with engineers or being engineers.

Nowadays, LLMs are posing a significant impact on the AI community, and the advent of ChatGPT and GPT-4 even

* 1. Note that a LLM is not necessarily more capable than a small PLM, and some emergent abilities may not always occur in LLMs.
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leads to the rethinking of the possibilities of artificial general intelligence (AGI). OpenAI has published a technical article entitled “*Planning for AGI and beyond*”, which discussed the short-term and long-term plans to approach AGI [[40],](#_bookmark78) and a more recent paper has argued that GPT-4 might be considered as an early version of an AGI system [[41].](#_bookmark79) The research areas of AI have been revolutionized by the rapid progress of LLMs. In the field of NLP, LLMs can serve as a general-purpose language task solver (to some extent), and the research paradigm has been shifting towards the use of LLMs. In the field of IR, traditional search engines are challenged by the new information seeking way through AI chatbots (*i.e.,* ChatGPT), and *New Bing*[3](#_bookmark3) presents an initial attempt that enhances the search results based on LLMs. In the field of CV, the researchers try to develop ChatGPT-like vision-language models that can better serve multimodal dialogues [[42–45],](#_bookmark82) and GPT-4 [[46]](#_bookmark83) has supported multi- modal input by integrating the visual information. This new wave of technology would potentially lead to a prosperous ecosystem of real-world applications based on LLMs. For instance, Microsoft 365 is being empowered by LLMs (*i.e.,* Copilot) to automate office work, and ChatGPT enables the integration of useful plugins for solving complex tasks.

Despite the progress and impact, the underlying prin- ciples of LLMs are still not well explored. Firstly, it is still mysterious why emergent abilities occur in LLMs, instead of smaller PLMs. As a more general issue, there still lacks a deep, detailed investigation of the key factors that con- tribute to the abilities of LLMs. It is important to study when and how LLMs obtain such abilities [[47].](#_bookmark84) Although there are some meaningful discussions about this problem [[31,](#_bookmark70) [47],](#_bookmark84) more principled investigations are needed to uncover the “*secrets*“ of LLMs. Secondly, it is difficult to train capable LLMs for the research community. Due to the huge cost of model pre-training, it is difficult to carry out repetitive, ablating studies for the research community. Indeed, LLMs are mainly trained by industry, where many important training details (*e.g.,* data collection and cleaning) are not revealed to the public. Thirdly, it is very challenging to align LLMs with human values or preferences. Despite the capacities, LLMs are also likely to produce toxic, fictitious, or harmful contents. It requires effective and efficient control approaches to eliminating the potential risk of the use of LLMs [[46].](#_bookmark83)

Faced with both opportunities and challenges, it needs more attention on the research and development of LLMs. In order to provide a basic understanding of LLMs, this survey provides a literature review of the recent advances in LLMs from four major aspects, including *pre-training* (how to pre-train a capable LLM), *adaptation tuning* (how to effectively tune pre-trained LLMs from the two perspectives of effectiveness and safety), *utilization* (how to use LLMs for solving various downstream tasks) and *capability eval- uation* (how to evaluate the abilities of LLMs and existing empirical findings). We thoroughly comb the literature and summarize the key findings, techniques, and methods of LLMs. For this survey, we also create a GitHub project website[4](#_bookmark4) by collecting the supporting resources for LLMs.

* 1. [https://www.bing.com/new](http://www.bing.com/new)
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We are also aware of several related review articles on PLMs or LLMs [[32,](#_bookmark71) [36,](#_bookmark75) [38,](#_bookmark76) [39,](#_bookmark77) [43,](#_bookmark81) [48–54].](#_bookmark90) These papers either discuss PLMs or some specific (or general) aspects of LLMs. Compared with them, we focus on the techniques and methods to develop and use LLMs and provide a relatively comprehensive reference to important aspects of LLMs.

The remainder of the survey is organized as follows: Section 2 introduces the background for the survey article, with the terminology, settings, resources, and organization outline, followed by the summarization of available re- sources for developing LLMs in Section 3. Sections 4, 5, 6, and 7 review and summarize the recent progress from the four aspects of pre-training, adaptation tuning, utilization, and capacity evaluation, respectively. Finally, we conclude this survey in Section 8 by summarizing the major findings and discuss the remaining issues for future work.

1. **OVERVIEW**

In this section, we introduce the background of LLMs with key terminologies, abilities and techniques.

**Background.** Typically, *large language models* (LLMs) refer to language models that contain hundreds of billions (or more) of parameters[5](#_bookmark5), which are trained on massive text data [[32],](#_bookmark71) such as GPT-3 [[55],](#_bookmark91) PaLM [[56],](#_bookmark92) Galactica [[35],](#_bookmark74) and LLaMA [[57].](#_bookmark93) Specifically, LLMs are built upon the Trans- former architecture [[22],](#_bookmark59) where multi-head attention layers are stacked in a very deep neural network. Existing LLMs mainly adopt similar model architectures (*i.e.,* Transformer) and pre-training objectives (*i.e.,* language modeling) as small language models. As the major difference, LLMs largely scale the model size, pre-training data, and total compute (orders of magnification). They can better understand the natural language and generate high-quality text based on the given context (*i.e.,* prompts). Such a capacity improve- ment can be partially described by the scaling law, where the performance roughly follows a substantial increase with respect to the model size [[30].](#_bookmark69) However, some abilities (*e.g.,* in-context learning [[55])](#_bookmark91) are unpredictable according to the scaling law, which can be observed only when the model size exceeds a certain level (as discussed below).

**Emergent Abilities of LLMs**. In the literature [[31],](#_bookmark70) *emergent abilities* of LLMs are formally defined as “the abilities that are not present in small models but arise in large models”, which is one of the most distinctive features that distinguish LLMs from previous PLMs. It also introduces a notable characteristic when emergent abilities occur: performance rises significantly above random when the scale reaches a certain level. By analogy, such an emergent pattern has close connections with the phenomenon of *phase transition* in physics [[31,](#_bookmark70) [58].](#_bookmark94) In principle, emergent abilities can be also defined in relation to some complex tasks [[31,](#_bookmark70) [59],](#_bookmark95) while we are more concerned with general abilities that can be applied to solve multiple tasks. Here, we briefly introduce three representative emergent abilities for LLMs, described as follows.

1. In existing literature, there is no a formal consensus on the min- imum parameter scale for LLMs. In this survey, we mainly focus on discussing LLMs with a model size larger than 10B.

*In-context learning.* The in-context learning ability is for- mally introduced by GPT-3 [[55]:](#_bookmark91) assuming that the language model has been provided with a natural language instruc- tion and/or several task demonstrations, it can generate the expected output for the test instances by completing the word sequence of input text, without requiring additional training or gradient updates[6](#_bookmark6).

*Instruction following.* By fine-tuning with a mixture of multi-task datasets formatted via natural language de- scriptions (*i.e., instructions*), LLMs are shown to perform well on unseen tasks that are also described in the form of instructions [[28,](#_bookmark67) [61,](#_bookmark97) [62].](#_bookmark98) With this ability, instruction tuning enables LLMs to perform new tasks by understanding the task instructions without using explicit examples, which can largely improve the generalization ability.

*•*

*•*

*Step-by-step reasoning.* For small language models, it is usually difficult to solve complex tasks that involve multiple reasoning steps, *e.g.,* mathematical word problems. While, with the chain-of-thought reasoning strategy [[33],](#_bookmark72) LLMs can solve such tasks by utilizing the prompting mechanism that involves intermediate reasoning steps for deriving the final answer. This ability is speculated to be potentially obtained by training on code [[33,](#_bookmark72) [47].](#_bookmark84)

*•*

**Key Techniques for LLMs**. It has been a long way that LLMs evolve into the current state: *general* and *capable* learners. In the development process, a number of impor- tant techniques are proposed, which largely improve the capacity of LLMs. Here, we briefly list several important techniques that (potentially) lead to the success of LLMs, as follows.

*Scaling*. Scaling is the key factor to increase the model capacity of LLMs. As the initial attempt, GPT-3 firstly in- creases the model size to an extremely large scale of 175B parameters. Later on, PaLM further raises the parameter scale to a new record of 540B. As discussed before, a large model size is essential to emergent abilities. While, scaling is not only conducted on model size but also related to data size and total compute [[34,](#_bookmark73) [63].](#_bookmark99) A recent study [[34]](#_bookmark73) has discussed the optimal schedule among the three aspects of model size, data size, and total compute, given a fixed budget. Further, the quality of the pre-training data plays a key role in achieving good performance, so that data collection and cleaning strategies are very important to consider when scaling the pre-training corpora.

*•*

*Training*. Due to the huge model size, it is very chal- lenging to successfully train a capable LLM. Distributed training algorithms are needed to learn the network param- eters of LLMs, in which various parallel strategies are of- ten jointly utilized. To support distributed training, several optimization frameworks have been released to facilitate the implementation and deployment of parallel algorithms, such as DeepSpeed [[64]](#_bookmark100) and Megatron-LM [[65].](#_bookmark101) Besides, optimization tricks are also important for training stabil- ity and model performance, *e.g.,* restart with training loss spike [[56]](#_bookmark92) and mixed precision training [[66].](#_bookmark102) More recently, GPT-4 [[46]](#_bookmark83) proposes to develop special infrastructure and

*•*

1. In some recent studies [[60],](#_bookmark96) it also shows that in-context learning implicitly performs meta-optimization through the attention mecha- nism.

optimization methods that reliably predict the performance of large models with much smaller models.

*Ability eliciting*. After being pre-trained on large-scale corpora, LLMs are endowed with potential abilities as gen- eral task solvers. While, these abilities might not be explic- itly exhibited when LLMs perform some specific tasks. As a major approach, it is useful to design suitable task instruc- tions or specific in-context strategies to elicit such abilities. For instance, chain-of-thought prompting has been shown to be useful to solve complex reasoning tasks by including in- termediate reasoning steps. Besides, we can further perform instruction tuning on LLMs with task descriptions in natural language, for improving the generalizability of LLMs on unseen tasks. While, these techniques mainly correspond to the emergent abilities of LLMs, which may not show the same effect on small language models.

*•*

*Alignment tuning*. Since LLMs are trained to capture the data characteristics of pre-training corpora (including both high-quality and low-quality data), they are likely to generate toxic, biased, or even harmful content for humans. It is necessary to align LLMs with human values, *e.g., helpful*, *honest*, and *harmless*. For this purpose, InstructGPT [[61]](#_bookmark97) designs an effective tuning approach that enables LLMs to follow the expected instructions, which utilizes the tech- nique of *reinforcement learning with human feedback* [[61,](#_bookmark97) [67].](#_bookmark103) It incorporates human in the training loop with elaborately designed labeling strategies. ChatGPT is indeed developed on a similar technique to InstructGPT, which shows a strong alignment capacity in producing high-quality, harmless re- sponses, *e.g.,* rejecting to answer insulting questions.

*•*

*Tools manipulation*. In essence, LLMs are trained as text generators over massive plain text corpora, thus performing

*•*

less well on the tasks that are not best formed or expressed in the text (*e.g.,* numerical computation). Besides, their ca- pacities are also limited to the pre-training data, *e.g.,* the inability to capture up-to-date information. To tackle these issues, a recently proposed technique is to employ external tools to compensate for the deficiencies of LLMs [[68,](#_bookmark104) [69].](#_bookmark105) For example, LLMs can utilize the calculator for accurate computation [[69]](#_bookmark105) and employ search engines to retrieve unknown information [[70].](#_bookmark106) More recently, ChatGPT has enabled the mechanism of using external plugins (existing or newly created apps)[7](#_bookmark7), which are by analogy with the “*eyes and ears*” of LLMs. Such a mechanism can broadly expand the scope of capacities for LLMs.

Besides, many other factors (*e.g.,* the upgrade of hard- ware) also contribute to the success of LLMs. While, we limit our discussion to the technical approaches and key findings for developing LLMs.

1. **RESOURCES OF LLMS**

It is by no means an easy job to develop or reproduce LLMs, considering the challenging technical issues and huge de- mands of computation resources. A feasible way is to learn experiences from existing LLMs and reuse publicly avail- able resources for incremental development or experimental study. In this section, we will mainly summarize the open- source model checkpoints or APIs, available corpora, and useful libraries for LLMs.

1. https://openai.com/blog/chatgpt-plugins

## Publicly Available Model Checkpoints or APIs

Given the huge cost of model pre-training, well-trained model checkpoints are critical to the study and development of LLMs for the research community. Since the parameter scale is a key factor to consider for using LLMs, we cate- gorize these public models into two scale levels (*i.e., tens of billions of parameters* or *hundreds of billions of parameters*), which is useful for users to identify the suitable resources according to their resource budget. Besides, for inference, we can directly employ public APIs to perform our tasks, without running the model locally. In this section, we briefly summarize the publicly available checkpoints and APIs for LLMs.

**Models with Tens of Billions of Parameters**. Most open- source models of this category have a parameter scale ranging from 10B to 20B, except LLaMA [[57]](#_bookmark93) (containing 65B parameters in the largest version). Other models within this range include mT5 [[72],](#_bookmark108) T0 [[28],](#_bookmark67) GPT-NeoX-20B [[75],](#_bookmark111)

CodeGen [[76],](#_bookmark112) UL2 [[78],](#_bookmark114) Flan-T5 [[81],](#_bookmark117) mT0 [[82],](#_bookmark118) and PanGu- *α* [[73].](#_bookmark109) Among them, Flan-T5 (11B version) can serve as a premier model for research on instruction tuning, since it explores the instruction tuning from three aspects [[81]:](#_bookmark117) increasing the number of tasks, scaling the model size, and fine-tuning with chain-of-thought prompting data. Be- sides, CodeGen (11B version), as an autoregressive lan- guage model designed for generating code, can be con- sidered as a good open-source candidate for exploring the code generation ability. It also introduces a new bench- mark MTPB [[76]](#_bookmark112) specially for multi-turn program synthesis, which is composed by 115 expert-generated problems. To solve these problems, it requires LLMs to acquire sufficient programming knowledge (*e.g.,* math, array operations, and algorithms). As for multilingual tasks, mT0 (13B version) might be a good candidate model, which has been fine- tuned on multilingual tasks with multilingual prompts. Furthermore, PanGu-*α* [[73]](#_bookmark109) shows good performance in Chinese downstream tasks in zero-shot or few-shot settings, which is developed based on the deep learning framework MindSpore [[99].](#_bookmark135) Note that PanGu-*α* [[73]](#_bookmark109) holds multiple versions of models (up to 200B parameters), while the largest public version has 13B parameters. As a more recent release, LLaMA (65B version) [[57],](#_bookmark93) which contains approximately five times as many parameters as other mod- els, has exhibited superior performance in tasks related to instruction following. Typically, pre-training models at this scale require hundreds or even thousands of GPUs or TPUs. For instance, GPT-NeoX-20B uses 12 supermicro servers, each equipped with 8 NVIDIA A100-SXM4-40GB GPUs, while LLaMA utilizes 2,048 A100-80G GPUs as reported in their original publications. To accurately estimate the computation resources needed, it is suggested to use the metrics measuring the number of involved computations such as *FLOPS* (*i.e.,* FLoating point number Operations Per Second) [[30].](#_bookmark69)

**Models with Hundreds of Billions of Parameters**. For models in this category, only a handful of models have been publicly r[eleased. For example, OPT [79],](#_bookmark115) OPT-IML [[83],](#_bookmark119) BLOOM [[66],](#_bookmark102) and BLOOMZ [[82]](#_bookmark118) have nearly the same num- ber of parameters as GPT-3 (175B version), while GLM [[80]](#_bookmark116)
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Fig. 1. A timeline of existing large language models (having a size larger than 10B) in recent years. We mark the open-source LLMs in yellow color.

**PT**

and Galactica [[35]](#_bookmark74) have 130B and 120B parameters, respec- tively. Among them, OPT (175B version) has been specially motivated for open-source sharing, which aims to enable researchers to carry out reproducible research at scale. For research in cross-lingual generalization, BLOOM (176B ver- sion) and BLOOMZ (176B version) can be used as base models, due to the competence in multilingual language modeling tasks. Among these models, Galactica, GLM, and OPT-IML have been tuned with instructions, which might be good candidates for studying the effect of instruction tuning. Models of this scale typically require thousands of GPUs or TPUs to train. For instance, OPT (175B version) requires 992 A100-80GB GPUs, while GLM (130B version) uses a cluster of 96 NVIDIA DGX-A100 (8x40G) GPU nodes.

**Public API of LLMs**. Instead of directly using the model copies, APIs provide a more convenient way for common users to use LLMs, without the need of running the model locally. As a representative inter- face for using LLMs, the APIs for the GPT-series mod- els [[46,](#_bookmark83) [55,](#_bookmark91) [61,](#_bookmark97) [87]](#_bookmark123) have been widely used for both academia and industry[8](#_bookmark8). OpenAI has provided seven major interfaces to the models in GPT-3 series: ada, babbage, curie, davinci (the most powerful version in GPT-3 series), text-ada-001, text-babbage-001, and text-curie-001. Among them, the first four interfaces can be further fine-tuned on the host server of OpenAI. In particular, babbage, curie, and davinci correspond to the GPT-3 (1B), GPT-3 (6.7B), and GPT-3 (175B) models,

respectively [[55].](#_bookmark91) Besides, there are also two APIs related to Codex [[87],](#_bookmark123) called code-cushman-001 (a powerful and multilingual version of the Codex (12B) [[87])](#_bookmark123) and code-davinci-002. Further, GPT-3.5 series include one base model code-davinci-002 and three enhanced ver- sions, namely text-davinci-002, text-davinci-003,

1. https://platform.openai.com/docs/api-reference/introduction

and gpt-3.5-turbo-0301. It is worth noting that gpt-3.5-turbo-0301 is the interface to invoke Chat- GPT. More recently, OpenAI has also released the corre- sponding APIs for GPT-4, including gpt-4, gpt-4-0314, gpt-4-32k, and gpt-4-32k-0314. Overall, the choice of API interfaces depends on the specific application scenarios and response requirements. The detailed usage can be found on their project websites[9](#_bookmark10).

## Commonly Used Corpora

In contrast to earlier PLMs, LLMs which consist of a signifi- cantly larger number of parameters require a higher volume of training data that covers a broad range of content. For this need, there are increasingly more accessible training datasets that have been released for research. In this section, we will briefly summarize several widely used corpora for training LLMs. Based on their content types, we catego- rize these corpora into six groups: Books, CommonCrawl, Reddit links, Wikipedia, Code, and others.

**Books.** BookCorpus [[100]](#_bookmark136) is a commonly used dataset in previous small-scale models (*e.g.,* GPT [[110]](#_bookmark146) and GPT-2 [[26]),](#_bookmark64) consisting of over 11,000 books covering a wide range of topics and genres (*e.g.,* novels and biographies). Another large-scale book corpus is Project Gutenberg [[101],](#_bookmark137) consist- ing of over 70,000 literary books including novels, essays, poetry, drama, history, science, philosophy, and other types of works in the public domain. It is currently one of the largest open-source book collections, which is used in train- ing of MT-NLG [[90]](#_bookmark126) and LLaMA [[57].](#_bookmark93) As for Books1 [[55]](#_bookmark91) and Books2 [[55]](#_bookmark91) used in GPT-3 [[55],](#_bookmark91) they are much larger than BookCorpus but have been not publicly released so far.

**CommonCrawl.** CommonCrawl [[111]](#_bookmark147) is one of the largest open-source web crawling databases, containing a petabyte- scale data volume, which has been widely used as training

1. https://platform.openai.com/docs/models/overview

TABLE 1

Statistics of large language models (having a size larger than 10B in this survey) in recent years, including the capacity evaluation, pre-training data scale (either in the number of tokens or storage size) and hardware resource costs. Here, “Adaptation” indicates whether the model has been with subsequent fine-tuning: IT denotes instruction tuning and RLHF denotes reinforcement learning with human feedback. “Evaluation” indicates whether the model has been evaluated with corresponding abilities in their original paper: ICL denotes in-context learning and CoT denotes

chain-of-thought. ”\*” denotes the largest publicly available version.

**Model Release**

**Time**

**Size (B)**

**Base Adaptation Model IT RLHF**

**Pre-train Data Scale**

**Latest Data Timestamp**

**Hardware (GPUs / TPUs)**

**Training Evaluation Time ICL CoT**

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | T5 [[71]](#_bookmark107) | Oct-2019 | 11 | - | - | - | 1T tokens | Apr-2019 | 1024 TPU v3 | - | C | - |
| mT5 [[72]](#_bookmark108) | Mar-2021 | 13 | - | - | - | 1T tokens | Apr-2019 | - | - | C | - |
| PanGu-*α* [[73]](#_bookmark109) | May-2021 | 13\* | - | - | - | 1.1TB | - | 2048 Ascend 910 | - | C | - |
| CPM-2 [[74]](#_bookmark110) | May-2021 | 198 | - | - | - | 2.6TB | - | - | - | - | - |
| T0 [[28]](#_bookmark67)  GPT-NeoX-20B [[75]](#_bookmark111) | Oct-2021 Feb-2022 | 11  20 | T5  - | C  - | -  - | - 825GB | - Dec-2022 | 512 TPU v3  96 40G A100 | 27 h  - | C  C | -  - |
| CodeGen [[76]](#_bookmark112) | Mar-2022 | 16 | - | - | - | 577B tokens | - | - | - | C | - |
| Tk-Instruct [[77]](#_bookmark113) | Apr-2022 | 11 | T5 | C | - | - | - | 256 TPU v3 | 4 h | C | - |
| Open  Source | UL2 [[78]](#_bookmark114)  OPT [[79]](#_bookmark115) | Apr-2022  May-2022 | 20  175 | -  - | C  - | -  - | 1T tokens  180B tokens | Apr-2019  - | 512 TPU v4  992 80G A100 | -  - | C  C | C  - |
|  | BLOOM [[66]](#_bookmark102) | Jul-2022 | 176 | - | - | - | 366B | - | 384 80G A100 | 105 d | C | - |
|  | GLM [[80]](#_bookmark116) | Aug-2022 | 130 | - | - | - | 400B tokens | - | 768 40G A100 | 60 d | C | - |
|  | Flan-T5 [[81]](#_bookmark117) | Oct-2022 | 11 | T5 | C | - | - | - | - | - | C | C |
|  | mT0 [[82]](#_bookmark118)  Galactica [[35]](#_bookmark74) | Nov-2022  Nov-2022 | 13  120 | mT5  - | C  - | -  - | -  106B tokens | -  - | -  - | -  - | C  C | -  C |
|  | BLOOMZ [[82]](#_bookmark118) | Nov-2022 | 176 | BLOOM | C | - | - | - | - | - | C | - |
|  | OPT-IML [[83]](#_bookmark119)  LLaMA [[57]](#_bookmark93) | Dec-2022  Feb-2023 | 175  65 | OPT  - | C  - | -  - | -  1.4T tokens | -  - | 128 40G A100  2048 80G A100 | -  21 d | C C | C  - |

GShard [[84]](#_bookmark120) Jan-2020 600 - - - 1T tokens - 2048 TPU v3 4 d - - GPT-3 [[55]](#_bookmark91) May-2020 175 - - - 300B tokens - - - C - LaMDA [[85]](#_bookmark121) May-2021 137 - - - 2.81T tokens - 1024 TPU v3 57.7 d - - HyperCLOVA [[86]](#_bookmark122) Jun-2021 82 - - - 300B tokens - 1024 A100 13.4 d C - Codex [[87]](#_bookmark123) Jul-2021 12 GPT-3 - - 100B tokens May-2020 - - C - ERNIE 3.0 [[88]](#_bookmark124) Jul-2021 10 - - - 375B tokens - 384 V100 - C -

Jurassic-1 [[89]](#_bookmark125) Aug-2021 178 - - - 300B tokens - 800 GPU - C -

FLAN [[62]](#_bookmark98) Oct-2021 137 LaMDA C - - - 128 TPU v3 60 h C - MT-NLG [[90]](#_bookmark126) Oct-2021 530 - - - 270B tokens - 4480 80G A100 - C - Yuan 1.0 [[91]](#_bookmark127) Oct-2021 245 - - - 180B tokens - 2128 GPU - C - WebGPT [[70]](#_bookmark106) Dec-2021 175 GPT-3 - C - - - - C -

Closed Gopher [[59]](#_bookmark95) Dec-2021 280 - - - 300B tokens - 4096 TPU v3 920 h C -

Source

ERNIE 3.0 Titan [[92]](#_bookmark128) Dec-2021 260 - - - 300B tokens - 2048 V100 28 d C - GLaM [[93]](#_bookmark129) Dec-2021 1200 - - - 280B tokens - 1024 TPU v4 574 h C - InstructGPT [[61]](#_bookmark97) Jan-2022 175 GPT-3 C C - - - - C -

AlphaCode [[94]](#_bookmark130) Feb-2022 41 - - - 967B tokens Jul-2021 - - - -

Chinchilla [[34]](#_bookmark73) Mar-2022 70 - - - 1.4T tokens - - - C - PaLM [[56]](#_bookmark92) Apr-2022 540 - - - 780B tokens - 6144 TPU v4 - C C AlexaTM [[95]](#_bookmark131) Aug-2022 20 - - - 1.3T tokens - 128 A100 120 d C C Sparrow [[96]](#_bookmark132) Sep-2022 70 - - C - - 64 TPU v3 - C - U-PaLM [[97]](#_bookmark133) Oct-2022 540 PaLM - - - - 512 TPU v4 5 d C C Flan-PaLM [[81]](#_bookmark117) Oct-2022 540 PaLM C - - - 512 TPU v4 37 h C C Flan-U-PaLM [[81]](#_bookmark117) Oct-2022 540 U-PaLM C - - - - - C C GPT-4 [[46]](#_bookmark83) Mar-2023 - - C C - - - - C C

PanGu-Σ [[98]](#_bookmark134) Mar-2023 1085 PanGu-*α* - - 329B tokens - 512 Ascend 910 100 d C -

TABLE 2

Statistics of commonly-used data sources.

data for existing LLMs. As the whole dataset is very large, existing studies mainly extract subsets of web pages from it within a specific period. However, due to the widespread

existence of noisy and low-quality information in web data,

**Corpora Size Source Latest Update Time**

BookCorpus [[100]](#_bookmark136) 5GB Books Dec-2015 Gutenberg [[101]](#_bookmark137) - Books Dec-2021 C4 [[71]](#_bookmark107) 800GB CommonCrawl Apr-2019 CC-stories-R [[102]](#_bookmark138) 31GB CommonCrawl Sep-2019 CC-NEWS [[27]](#_bookmark66) 78GB CommonCrawl Feb-2019 REALNEWs [[103]](#_bookmark139) 120GB CommonCrawl Apr-2019 OpenWebText [[104]](#_bookmark140) 38GB Reddit links Mar-2023 Pushift.io [[105]](#_bookmark141) - Reddit links Mar-2023 Wikipedia [[106]](#_bookmark142) - Wikipedia Mar-2023 BigQuery [[107]](#_bookmark143) - Codes Mar-2023 the Pile [[108]](#_bookmark144) 800GB Other Dec-2020 ROOTS [[109]](#_bookmark145) 1.6TB Other Jun-2022

it is necessary to perform data preprocessing before usage. Based on CommonCrawl, there are four filtered datasets that are commonly used in existing work: C4 [[71],](#_bookmark107) CC- Stories [[102],](#_bookmark138) CC-News [[27],](#_bookmark66) and RealNews [[103].](#_bookmark139) The Colos- sal Clean Crawled Corpus (C4) includes five variants[10](#_bookmark12), namely en (806G), en.noclean (6T), realnewslike (36G), web- textlike (17G), and multilingual (38T). The *en* version has been utilized for pre-training T5 [[71],](#_bookmark107) LaMDA [[85],](#_bookmark121) Go- pher [[59],](#_bookmark95) and UL2 [[78].](#_bookmark114) The multilingual C4, also called mC4, has been used in mT5 [[72].](#_bookmark108) CC-Stories (31G) is com-

1. [https://www.tensorflow](http://www.tensorflow.org/datasets/catalog/c4).or[g/datasets/catalog/c4](http://www.tensorflow.org/datasets/catalog/c4)

posed of a subset of CommonCrawl data, in which the contents are made in a story-like way. While, the original source of CC-Stories is not available now, so a reproduction version, *CC-Stories-R* [[112],](#_bookmark148) has been included in Table [2.](#_bookmark11) Moreover, two news corpora extracted from Common- Crawl, *i.e.,* REALNEWS (120G) and CC-News (76G), are also commonly used as the pre-training data.

**Reddit Links.** Reddit is a social media platform that enables users to submit links and text posts, which can be voted on by others through “upvotes” or “downvotes”. Highly up- voted posts are often considered useful, and can be utilized to create high-quality datasets. WebText [[26]](#_bookmark64) is a well-known corpus composed of highly upvoted links from Reddit, but it is not publicly available. As a surrogate, there is a readily ac- cessible open-source alternative called OpenWebText [[104].](#_bookmark140) Another corpus extracted from Reddit is PushShift.io [[105],](#_bookmark141) a real-time updated dataset that consists of historical data from Reddit since its creation day. Pushshift provides not only monthly data dumps but also useful utility tools to support users in searching, summarizing, and conducting preliminary investigations on the entire dataset. This makes it easy for users to collect and process Reddit data.

**Wikipedia.** Wikipedia [[106]](#_bookmark142) is an online encyclopedia con- taining a large volume of high-quality articles on diverse topics. Most of these articles are composed in an expository style of writing (with supporting references), covering a wide range of languages and fields. Typically, the English- only filtered versions of Wikipedia are widely used in most LLMs (*e.g.,* GPT-3 [[55],](#_bookmark91) LaMDA [[85],](#_bookmark121) and LLaMA [[57]).](#_bookmark93)

Wikipedia is available in multiple languages, so it can be used in multilingual settings.

**Code.** To collect code data, existing work mainly crawls open-source licensed codes from the Internet. Two major sources are public code repositories under open-source li- censes (*e.g.,* GitHub) and code-related question-answering platforms (*e.g.,* StackOverflow). Google has publicly re- leased the BigQuery dataset [[107],](#_bookmark143) which includes a substan- tial number of open-source licensed code snippets in various programming languages, serving as a representative code dataset. CodeGen has utilized BIGQUERY [[76],](#_bookmark112) a subset of the BigQuery dataset, for training the multilingual version of CodeGen (CodeGen-Multi).

**Others.** The Pile [[108]](#_bookmark144) is a large-scale, diverse, and open- source text dataset consisting of over 800GB of data from multiple sources, including books, websites, codes, scien- tific papers, and social media platforms. It is constructed from 22 diverse high-quality subsets. The Pile dataset is widely used in models with different parameter scales, such as GPT-J (6B) [[113],](#_bookmark149) CodeGen (16B) [[76],](#_bookmark112) and Megatron- Turing NLG (530B) [[65].](#_bookmark101) Besides, ROOTS [[109]](#_bookmark145) is composed of various smaller datasets (totally 1.61 TB of text) and covers 59 different languages (containing natural languages and programming languages), which have been used for training BLOOM [[66].](#_bookmark102)

As we can see from Figure [2,](#_bookmark14) LLMs no longer rely on a single corpus, but instead utilize multiple data sources for pre-training. Therefore, existing studies commonly mix several ready-made datasets (*e.g.,* C4, OpenWebText, and

the Pile), and then perform further processing to obtain the pre-training corpus. Besides, to train the LLMs that are adaptive to specific applications, it is also important to extract data from relevant sources (*e.g.,* Wikipedia and BigQuery) for enriching the corresponding information in pre-training data. To have a quick reference of the data sources used in existing LLMs, we present the pre-training corpora of three representative LLMs:

*GPT-3* (175B) [[55]](#_bookmark91) was trained on a mixed dataset of 300B tokens, including CommonCrawl [[111],](#_bookmark147) WebText2 [[55],](#_bookmark91) Books1 [[55],](#_bookmark91) Books2 [[55],](#_bookmark91) and Wikipedia [[106].](#_bookmark142)

*•*

*PaLM* (540B) [[56]](#_bookmark92) uses a pre-training dataset of 780B tokens, which is sourced from social media conversations, filtered webpages, books, Github, multilingual Wikipedia, and news.

*•*

*LLaMA* [[57]](#_bookmark93) extracts training data from various sources, including CommonCrawl, C4 [[71],](#_bookmark107) Github, Wikipedia, books, ArXiv, and StackExchange. The training data size for LLaMA (6B) and LLaMA (13B) is 1.0T tokens, while 1.4T tokens are used for LLaMA (32B) and LLaMA (65B).

*•*

## Library Resource

In this part, we briefly introduce a series of available li- braries for developing LLMs.

**Transformers** [[114]](#_bookmark150) is an open-source Python library for building models using the Transformer architecture, which is developed and maintained by Hugging Face. It has a simple and user-friendly API, making it easy to use and customize various pre-trained models, as well as tools for dataset processing and evaluation. It is a powerful library with a large and active community of users and developers who regularly update and improve the models and algorithms.

*•*

**DeepSpeed** [[64]](#_bookmark100) is a PyTorch-based deep learning op- timization library developed by Microsoft, which has been used to train a number of LLMs, such as GPT-Neo [[115]](#_bookmark151) and BLOOM [[66].](#_bookmark102) It provides various optimization tech- niques for distributed training, such as memory optimiza- tion (ZeRO technique), gradient checkpointing, and pipeline parallelism. Additionally, it provides the API for fine-tuning and evaluating these models.

*•*

**Megatron-LM** [[116]](#_bookmark152) is a PyTorch-based deep learn- ing library developed by NVIDIA for training large-scale language models. It also provides rich optimization tech- niques for distributed training, including model and data parallelism, mixed-precision training, FlashAttention, and gradient checkpointing. These optimization techniques can significantly improve the training efficiency and speed, en- abling efficient distributed training across GPUs and ma- chines.

*•*

**JAX** [[117]](#_bookmark153) is a Python library for high-performance ma- chine learning developed by Google Brain, allowing users to easily perform computations on arrays with hardware ac- celeration (GPU or TPU) support. It supports computation on various devices and also provides several convenient functions, such as just-in-time compilation acceleration and automatic batching.

*•*

**Colossal-AI** [[118]](#_bookmark154) is a deep learning library developed by EleutherAI for training large-scale language models. It is built on top of JAX and supports optimization strategies for

*•*

training such as mixed-precision training and parallelism. Recently, a ChatGPT-like model called ColossalChat [[119]](#_bookmark155) has been publicly released with two versions (7B and 13B), which are developed using Colossal-AI based on LLaMA [[57].](#_bookmark93)

**BMTrain** [[120]](#_bookmark156) is an efficient library developed by OpenBMB for training models with large-scale parameters in a distributed manner, which emphasizes code simplicity, low resource, and high availability. BMTrain has already incorporated several common LLMs (*e.g.,* Flan-T5 [[81]](#_bookmark117) and GLM [[80])](#_bookmark116) into its ModelCenter, where developers can use these models directly.

*•*

**FastMoE** [[121]](#_bookmark157) is a specialized training library for MoE mixture-of-experts) models. It is developed on top of PyTorch, prioritizing both efficiency and user-friendliness in its design. FastMoE simplifies the process of transferring Transformer models to MoE models and supports both data

(*i.e.,•*

parallelism and model parallelism during training.

Besides the above libraries, existing deep learning frame- works (*e.g.,* PyTorch [[122],](#_bookmark158) TensorFlow [[123],](#_bookmark159) MXNet [[124],](#_bookmark160)

PaddlePaddle [[125],](#_bookmark161) MindSpore [[99],](#_bookmark135) and OneFlow [[126])](#_bookmark162) have also provided support for parallelism algorithms, which are commonly used for training large-scale models.

1. **PRE-TRAINING**

Pre-training establishes the basis of the abilities of LLMs. By pre-training on large-scale corpora, LLMs can acquire essen- tial language understanding and generation skills [[55,](#_bookmark91) [56].](#_bookmark92) In this process, the scale and quality of the pre-training corpus are critical for LLMs to attain powerful capabilities. Besides, to effectively pre-train LLMs, model architectures, acceleration methods, and optimization techniques need to be well designed. In what follows, we first discuss the data collection and processing in Section [4.1,](#_bookmark13) then introduce the commonly used model architectures in Section [4.2,](#_bookmark17) and fi- nally present the training techniques to stably and efficiently optimize LLMs in Section [4.3.](#_bookmark21)

## Data Collection

Compared with small-scale language models, LLMs have a stronger demand for high-quality data for model pre- training, and their model capacities largely rely on the pre- training corpus and how it has been preprocessed. In this part, we discuss the collection and processing of pre-training data, including data sources, preprocessing methods, and important analysis of how pre-training data affects the performance of LLMs.

* + 1. *Data Source*

To develop a capable LLM, it is key to collect a large amount of natural language corpus from various data sources. Exist- ing LLMs mainly leverage a mixture of diverse public tex- tual datasets as the pre-training corpus. Figure [2](#_bookmark14) shows the distribution of the sources of pre-training data for several existing LLMs.

The source of pre-training corpus can be broadly cate- gorized into two types: general data and specialized data. General data, such as webpages, books, and conversational

text, is utilized by most LLMs [[55,](#_bookmark91) [56,](#_bookmark92) [79]](#_bookmark115) due to its large, diverse, and accessible nature, which can enhance the lan- guage modeling and generalization abilities of LLMs. In light of the impressive generalization capabilities exhibited by LLMs, there are also studies that extend their pre-training corpus to more specialized datasets, such as multilingual data, scientific data, and code, endowing LLMs with specific task-solving capabilities [[35,](#_bookmark74) [56,](#_bookmark92) [76].](#_bookmark112) In what follows, we describe these two types of pre-training data sources and their effects on LLMs. For a detailed introduction to the commonly used corpus, one can refer to Section [3.2.](#_bookmark9)

**General Data.** As we can see in Figure [2,](#_bookmark14) the vast majority of LLMs adopt general-purpose pre-training data, such as webpages, books, and conversational text, which provides rich text sources on a variety of topics. Next, we briefly summarize three important kinds of general data.

*Webpages.* Owing to the proliferation of the Internet, various types of data have been created, which enables LLMs to gain diverse linguistic knowledge and enhance their generalization capabilities [[26,](#_bookmark64) [71].](#_bookmark107) For convenient use of these data resources, a large amount of data is crawled from the web in previous work, such as Com- monCrawl [[111].](#_bookmark147) However, the crawled web data tends to contain both high-quality text, such as Wikipedia and low- quality text, like spam mail, thus it is important to filter and process webpages for improving the data quality.

*•*

*Conversation text.* Conversation data can enhance the conversational competence of LLMs [[79]](#_bookmark115) and potentially im- prove their performance on a range of question-answering tasks [[56].](#_bookmark92) Researchers can utilize subsets of public conver- sation corpus (*e.g.,* PushShift.io Reddit corpus) [[105,](#_bookmark141) [127]](#_bookmark163) or collect conversation data from online social media. Since on- line conversational data often involves discussions among multiple participants, an effective processing way is to transform a conversation into a tree structure, where the utterance is linked to the one it responds to. In this way, the multi-party conversation tree can be divided into multiple sub-conversations, which can be collected in the pre-training corpus. Furthermore, a potential risk is that the excessive integration of dialogue data into LLMs may result in a side effect [[79]:](#_bookmark115) declarative instructions and direct interrogatives are erroneously perceived as the beginning of conversations, thus leading to a decline in the efficacy of the instructions.

*•*

*Books.* Compared to other corpus, books provide an important source of formal long texts, which are potentially beneficial for LLMs to learn linguistic knowledge, model long-term dependency, and generate narrative and coherent texts. To obtain open-source book data, existing studies usually adopt the Books3 and Bookcorpus2 datasets, which are available in the Pile dataset [[108].](#_bookmark144)

*•*

**Specialized Data.** Specialized datasets are useful to improve the specific capabilities of LLMs on downstream tasks. Next, we introduce three kinds of specialized data.

*Multilingual text.* Besides the text in the target lan- guage, integrating a multilingual corpus can enhance the multilingual abilities of language understanding and gen- eration. For example, BLOOM [[66]](#_bookmark102) and PaLM [[56]](#_bookmark92) have curated multilingual data covering 46 and 122 languages, respectively, within their pre-training corpora. These models demonstrate impressive performance in multilingual tasks,

*•*
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Fig. 2. Ratios of various data sources in the pre-training data for existing LLMs.

such as translation, multilingual summarization, and mul- tilingual question answering, and achieve comparable or superior performance to the state-of-the-art models that are fine-tuned on the corpus in the target language(s).

*Scientific text.* The exploration of science by humans has been witnessed by the increasing growth of scientific publi- cations. In order to enhance the understanding of scientific knowledge for LLMs [[35,](#_bookmark74) [128],](#_bookmark164) it is useful to incorporate a scientific corpus for model pre-training [[35,](#_bookmark74) [128].](#_bookmark164) By pre- training on a vast amount of scientific text, LLMs can achieve impressive performance in scientific and reasoning tasks [[129].](#_bookmark165) To construct the scientific corpus, existing efforts mainly collect arXiv papers, scientific textbooks, math web- pages, and other related scientific resources. Due to the com- plex nature of data in scientific fields, such as mathematical symbols and protein sequences, specific tokenization and preprocessing techniques are usually required to transform these different formats of data into a unified form that can be processed by language models.

*•*

*Code.* Program synthesis has been widely studied in the research community [[87,](#_bookmark123) [130–133],](#_bookmark167) especially the use of PLMs trained on code [[113,](#_bookmark149) [115].](#_bookmark151) However, it remains chal- lenging for these PLMs (*e.g.,* GPT-J [[113])](#_bookmark149) to generate high- quality and accurate programs. Recent studies [[87,](#_bookmark123) [133]](#_bookmark167) have found that training LLMs on a vast code corpus can lead to a substantial improvement in the quality of the synthesized programs. The generated programs can successfully pass expert-designed unit-test cases [[87]](#_bookmark123) or solve competitive programming questions [[94].](#_bookmark130) In general, two types of code corpora are commonly used for pre-training LLMs. The first source is from programming question answering communi- ties like Stack Exchange [[134,](#_bookmark168) [135].](#_bookmark169) The second source is from public software repositories such as GitHub [[76,](#_bookmark112) [87,](#_bookmark123) [133],](#_bookmark167) where code data (including comments and docstrings) are collected for utilization. Compared to natural language text, code is in the format of a programming language, corre- sponding to long-range dependencies and accurate execu- tion logic [[136].](#_bookmark170) A recent study [[47]](#_bookmark84) also speculates that training on code might be a source of complex reasoning abilities (*e.g.,* chain-of-thought ability [[33]).](#_bookmark72) Besides, it has

*•*

been shown that formatting reasoning tasks into code can help LLMs generate more accurate results [[136,](#_bookmark170) [137].](#_bookmark171)

* + 1. *Data Preprocessing*

After collecting a large amount of text data, it is essential to preprocess it for constructing the pre-training corpus, especially removing noisy, redundant, irrelevant, and po- tentially toxic data [[56,](#_bookmark92) [59],](#_bookmark95) which may largely affect the capacity and performance of LLMs. In this part, we review the detailed data preprocessing strategies to improve the quality of the collected data [[59,](#_bookmark95) [66,](#_bookmark102) [93].](#_bookmark129) A typical pipeline of preprocessing the pre-training data for LLMs has been illustrated in Figure [3.](#_bookmark16)

**Quality Filtering.** To remove low-quality data from the collected corpus, existing work generally adopts two ap- proaches: (1) classifier-based, and (2) heuristic-based. The former approach trains a selection classifier based on high- quality texts and leverages it to identify and filter out low- quality data. Typically, these methods [[55,](#_bookmark91) [56,](#_bookmark92) [93]](#_bookmark129) train a bi- nary classifier with well-curated data (*e.g.,* Wikipedia pages) as positive instances and sample candidate data as negative instances, and predict the score that measures the quality of each data example. However, several studies [[59,](#_bookmark95) [93]](#_bookmark129) also find that a classifier-based approach may result in the unintentional removal of high-quality texts in dialectal, col- loquial, and sociolectal languages, which potentially leads to bias in the pre-training corpus and diminishes the corpus diversity. As the second approach, several studies, such as BLOOM [[66]](#_bookmark102) and Gopher [[59],](#_bookmark95) employ heuristic-based approaches to eliminate low-quality texts through a set of well-designed rules, which can be summarized as follows:

* + - * *Language filtering.* If a LLM would be mainly used in the tasks of certain languages, the text in other languages can be filtered.
      * *Metric filtering.* Evaluation metrics about the generated texts, *e.g.,* perplexity, can be employed to detect and remove unnatural sentences.
      * *Statistic filtering.* Statistical features of a corpus, *e.g.,* the punctuation distribution, symbol-to-word ratio, and sen-
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**Ready to pre-train!**

Fig. 3. An illustration of a typical data preprocessing pipeline for pre-training large language models.

tence length, can be utilized to measure the text quality and filter the low-quality data.

* + - * *Keyword filtering.* Based on specific keyword set, the noisy or unuseful elements in the text, such as HTML tags, hyperlinks, boilerplates, and offensive words, can be identified and removed.

**De-duplication.** Existing work [[138]](#_bookmark172) has found that dupli- cate data in a corpus would reduce the diversity of language models, which may cause the training process unstable and thus affect the model performance. Therefore, it is necessary to de-duplicate the pre-training corpus. Specially, de-duplication can be performed at different granularities, including sentence-level, document-level, and dataset-level de-duplication. First, low-quality sentences that contain re- peated words and phrases should be removed, as they may introduce repetitive patterns in language modeling [[139].](#_bookmark173) At the document level, existing studies mostly rely on the overlap ratio of surface features (*e.g.,* words and *n*-grams overlap) between documents to detect and remove duplicate documents containing similar contents [[57,](#_bookmark93) [59,](#_bookmark95) [66,](#_bookmark102) [140].](#_bookmark174) Furthermore, to avoid the dataset contamination problem, it is also crucial to prevent the overlap between the training and evaluation sets [[56],](#_bookmark92) by removing the possible duplicate texts from the training set. It has been shown that the three levels of de-duplication are useful to improve the training of LLMs [[56,](#_bookmark92) [141],](#_bookmark175) which should be jointly used in practice.

**Privacy Redaction.** The majority of pre-training text data is obtained from web sources, including user-generated con- tent involving sensitive or personal information, which may increase the risk of privacy breaches [[142].](#_bookmark176) Thus, it is nec- essary to remove the *personally identifiable information (PII)* from the pre-training corpus. One direct and effective ap- proach is to employ rule-based methods, such as keyword spotting, to detect and remove PII such as names, addresses, and phone numbers [[109].](#_bookmark145) Furthermore, researchers also find that the vulnerability of LLMs under privacy attacks can be attributed to the presence of duplicate PII data in the pre-training corpus [[143].](#_bookmark177) Therefore, de-duplication can also reduce privacy risks to some extent.

**Tokenization.** Tokenization is also a crucial step for data preprocessing. It aims to segment raw text into sequences of individual tokens, which are subsequently used as the inputs of LLMs. Although it is expedient to leverage an ex- isting tokenizer (*e.g.,* OPT [[79]](#_bookmark115) and GPT-3 [[55]](#_bookmark91) utilize the to- kenizer of GPT-2 [[26]),](#_bookmark64) using a tokenizer specially designed

for the pre-training corpus can be highly beneficial [[66],](#_bookmark102) especially for the corpus that consists of diverse domains, languages, and formats. Therefore, several recent LLMs train the customized tokenizers specially for the pre-training corpus with SentencePiece [[144].](#_bookmark178) The byte-level *Byte Pair Encoding (BPE)* algorithm [[145]](#_bookmark179) is utilized to ensure that the information after tokenization is lossless [[56,](#_bookmark92) [59].](#_bookmark95) Notably, normalization techniques in BPE, such as NFKC [[146],](#_bookmark180) may even degrade the tokenization performance [[34,](#_bookmark73) [59,](#_bookmark95) [66].](#_bookmark102)

* + 1. *Effect of Pre-training Data on LLMs*

Unlike small-scale PLMs, it is usually infeasible to iterate the pre-training of LLMs multiple times, due to the huge demand for computational resources. Thus, it is particularly important to construct a well-prepared pre-training corpus before training a LLM. In this part, we discuss how the qual- ity and distribution of the pre-training corpus potentially influence the performance of LLMs.

**Mixture of Sources.** As discussed before, pre-training data from different domains or scenarios has distinct linguistic characteristics or semantic knowledge. By pre-training on a mixture of text data from diverse sources, LLMs can acquire a broad scope of knowledge and may exhibit a strong generalization capacity. When mixing different sources, one needs to carefully set the distribution of pre-training data, since it is also likely to affect the performance of LLMs on downstream tasks [[59].](#_bookmark95) Gopher [[59]](#_bookmark95) conducts the ablation experiment on data distribution to examine the impact of mixed sources on downstream tasks. Experimental results on the LAMBADA dataset [[147]](#_bookmark181) show that increasing the proportion of books data can improve the capacity of the model in capturing long-term dependencies from text, and increasing the proportion of the C4 dataset [[71]](#_bookmark107) leads to performance improvement on the C4 validation dataset [[59].](#_bookmark95) While, as a side effect, training on excessive data about a certain domain would affect the generalization capability of LLMs on other domains [[35,](#_bookmark74) [59].](#_bookmark95) Therefore, it is suggested that researchers should carefully determine the proportion of data from different domains in the pre-training corpus, in order to develop LLMs that better meet their specific needs. The readers can refer to Figure [2](#_bookmark14) for a comparison of the data sources for different LLMs.

**Amount of Pre-training Data.** For pre-training an effective LLM, it is important to collect sufficient high-quality data that satisfies the data quantity demand of the LLM. Exist- ing studies have found that with the increasing parameter scale in the LLM, more data is also required to train the

model [[34,](#_bookmark73) [57]:](#_bookmark93) a similar scaling law as model size is also observed in data size, with respect to model performance. Chinchilla [[34]](#_bookmark73) demonstrates that a number of existing LLMs suffer from sub-optimal training due to inadequate pre-training data. By conducting extensive experiments, it further shows that it is necessary to adopt equal scales of the model parameters and training tokens for a given compute budget. More recently, LLaMA [[57]](#_bookmark93) shows that with more data and longer training, smaller models can also achieve good performance. Therefore, it is suggested that researchers should pay more attention to the amount of high-quality data for adequately training the model, especially when scaling the model parameters.

**Quality of Pre-training Data.** Existing work has shown that pre-training on the low-quality corpus, such as noisy, toxic, and duplicate data, may hurt the performance of models [[59,](#_bookmark95) [138,](#_bookmark172) [140,](#_bookmark174) [143].](#_bookmark177) For developing a well-performing LLM, it is crucial to consider not only the quantity but also the quality of the collected training data. Recent studies, such as T5 [[71],](#_bookmark107) GLaM [[93],](#_bookmark129) and Gopher [[59],](#_bookmark95) have inves- tigated the influence of data quality on the performance of downstream tasks. By comparing the performances of models trained on the filtered and unfiltered corpus, they reach the same conclusion that pre-training LMs on cleaned data can improve the model performance. More specifically, the duplication of data may result in the “*double descent*” (referring to the phenomenon of performance initially de- teriorating and subsequently improving) [[138,](#_bookmark172) [148],](#_bookmark182) or even overwhelm the training process [[138].](#_bookmark172) Besides, it has been shown that duplicate data degrades the ability of LLMs to copy from the context, which might further affect the gener- alization capacity of LLMs using in-context learning [[138].](#_bookmark172) Therefore, as suggested in existing work [[56,](#_bookmark92) [59,](#_bookmark95) [66],](#_bookmark102) it is essential to incorporate preprocessing methods on the pre- training corpus carefully (as illustrated in Section [4.1.2),](#_bookmark15) to improve stability of the training process and avoid affecting the model performance.

## Architecture

In this section, we review the architecture design of LLMs, *i.e.,* mainstream architecture, pre-training objective, and de- tailed configuration. Table [3](#_bookmark19) presents the model cards of several representative LLMs with public details.

* + 1. *Mainstream Architectures*

Due to the excellent parallelizability and capacity, the Trans- former architecture [[22]](#_bookmark59) has become the de facto backbone to develop various LLMs, making it possible to scale language models to hundreds or thousands of billions of parameters. In general, the mainstream architectures of existing LLMs can be roughly categorized into three major types, namely encoder-decoder, casual decoder, and prefix decoder.

**Encoder-decoder Architecture.** The vanilla Transformer model is built on the encoder-decoder architecture [[22],](#_bookmark59) which consists of two stacks of Transformer blocks as the encoder and decoder, respectively. The encoder adopts stacked multi-head self-attention layers to encode the input sequence for generating its latent representations, while

the decoder performs cross-attention on these representa- tions and autoregressively generates the target sequence. Encoder-decoder PLMs (*e.g.,* T5 [[71]](#_bookmark107) and BART [[24])](#_bookmark61) have shown effectiveness on a variety of NLP tasks. So far, there are only a small number of LLMs that are built based on the encoder-decoder architecture, *e.g.,* Flan-T5 [[81].](#_bookmark117) We leave a detailed discussion about the architecture selection in Section [4.2.4.](#_bookmark20)

**Casual Decoder Architecture.** The casual decoder archi- tecture incorporates the uni-directional attention mask, to guarantee that each input token can only attend to the past tokens and itself. The input and output tokens are processed in the same fashion through the decoder. As representa- tive language models of this architecture, the GPT-series models [[26,](#_bookmark64) [55,](#_bookmark91) [110]](#_bookmark146) are developed based on the casual- decoder architecture. In particular, GPT-3 [[55]](#_bookmark91) has success- fully demonstrated the effectiveness of this architecture, also showing an amazing in-context learning capability of LLMs. Interestingly, GPT-1 [[110]](#_bookmark146) and GPT-2 [[26]](#_bookmark64) do not exhibit such superior abilities as those in GPT-3, and it seems that scaling plays an important role in increasing the model capacity of this model architecture. So far, the casual decoders have been widely adopted as the architecture of LLMs by var- ious existing LLMs, such as OPT [[79],](#_bookmark115) BLOOM [[66],](#_bookmark102) and Gopher [[59].](#_bookmark95) Note that both the casual decoder and prefix decoder discussed next belong to decoder-only architec- tures. While, when mentioning “decoder-only architecture”, it mainly refers to the casual decoder architecture in existing literature, unless specified.

**Prefix Decoder Architecture.** The prefix decoder architec- ture (*a.k.a.,* non-casual decoder [[149])](#_bookmark183) revises the masking mechanism of casual decoders, to enable performing bidi- rectional attention over the prefix tokens [[150]](#_bookmark184) and unidi- rectional attention only on generated tokens. In this way, like the encoder-decoder architecture, the prefix decoders can bidirectionally encode the prefix sequence and autore- gressively predict the output tokens one by one, where the same parameters are shared during encoding and decoding. Instead of pre-training from scratch, a practical suggestion is to continually train casual decoders and then convert them into prefix decoders for accelerating convergence [[29],](#_bookmark68) *e.g.,* U-PaLM [[97]](#_bookmark133) is derived from PaLM [[56].](#_bookmark92) Existing rep- resentative LLMs based on prefix decoders include GLM- 130B [[80]](#_bookmark116) and U-PaLM [[97].](#_bookmark133)

For the three types of architectures, we can also consider extending them via the mixture-of-experts (MoE) scaling, in which a subset of neural network weights for each input are sparsely activated, *e.g.,* Switch Transformer [[25]](#_bookmark63) and GLaM [[93].](#_bookmark129) It has been shown that substantial performance improvement can be observed by increasing either the num- ber of experts or the total parameter size [[151].](#_bookmark185)

* + 1. *Detailed Configuration*

Since the launch of Transformer [[22],](#_bookmark59) various improvements have been proposed to enhance its training stability, per- formance, and computational efficiency. In this part, we will discuss the corresponding configurations for four major parts of the Transformer, including normalization, position embeddings, activation functions, attention, and bias.

TABLE 3

Model cards of several selected LLMs with public configuration details. Here, PE denotes position embedding, #L denotes the number of layers, #H denotes the number of attention heads, *dmodel* denotes the size of hidden states, and MCL denotes the maximum context length.

**Model Category Size Normalization PE Activation Bias #L #H** *dmodel* **MCL**

GPT3 [[55]](#_bookmark91) Casual decoder 175B Pre Layer Norm Learned GeLU PanGU- *α* [[73]](#_bookmark109) Casual decoder 207B Pre Layer Norm Learned GeLU OPT [[79]](#_bookmark115) Casual decoder 175B Pre Layer Norm Learned ReLU PaLM [[56]](#_bookmark92) Casual decoder 540B Pre Layer Norm RoPE SwiGLU BLOOM [[66]](#_bookmark102) Casual decoder 176B Pre Layer Norm ALiBi GeLU

|  |  |  |  |
| --- | --- | --- | --- |
| - 105 | 128 | 20480 | 2048 |
| - 80 | 128 | 16384 | - |
| - 80 | 64 | 8192 | - |
| *×* 96 | 80 | 10240 | 2048 |
| - 64 | 128 | 8192 | - |
| C 76 | 96 | 13824 | 2048 |
| C 80 | 64 | 8192 | 2048 |
| C 70 | 96 | 12288 | 2048 |
| *×* 24 | 128 | 1024 | - |

|  |  |  |  |
| --- | --- | --- | --- |
| C 96 | 96 | 12288 | 2048 |
| C 64 | 128 | 16384 | 1024 |
| C 96 | 96 | 12288 | 2048 |
| *×* 118 | 48 | 18432 | 2048 |
| C 70 | 112 | 14336 | 2048 |

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| MT-NLG [[90]](#_bookmark126) | Casual decoder | 530B | - | - | - |
| Gopher [[59]](#_bookmark95) | Casual decoder | 280B | Pre RMS Norm | Relative | - |
| Chinchilla [[34]](#_bookmark73) | Casual decoder | 70B | Pre RMS Norm | Relative | - |
| Galactica [[35]](#_bookmark74) | Casual decoder | 120B | Pre Layer Norm | Learned | GeLU |
| LaMDA [[85]](#_bookmark121) | Casual decoder | 137B | - | Relative | GeGLU |

Jurassic-1 [[89]](#_bookmark125) Casual decoder 178B Pre Layer Norm Learned GeLU LLaMA [[57]](#_bookmark93) Casual decoder 65B Pre RMS Norm RoPE SwiGLU GLM-130B [[80]](#_bookmark116) Prefix decoder 130B Post Deep Norm RoPE GeGLU T5 [[71]](#_bookmark107) Encoder-decoder 11B Pre RMS Norm Relative ReLU

**Normalization.** Training instability is a challenging issue for pre-training LLMs. To alleviate this problem, layer nor- malization (Layer Norm, LN) [[152]](#_bookmark186) is widely employed in Transformer architectures. The position of LN is vital to the performance of LLMs. While the initial Transformer [[22]](#_bookmark59) uses post-LN, most LLMs employ pre-LN for more stable training in spite of decreasing performance [[153].](#_bookmark187) Based on pre-LN, Sandwich-LN [[154]](#_bookmark188) adds extra LN before the residual connections to avoid value explosion. However, it has been found that Sandwich-LN sometimes fails to stabilize the training of LLMs and may lead to the collapse of training [[80].](#_bookmark116) Recently, several advanced normalization techniques have been proposed as alternatives to LN. In Gopher [[59]](#_bookmark95) and Chinchilla [[34],](#_bookmark73) RMS Norm [[155]](#_bookmark189) is em- ployed due to its superiority in training speed and per- formance [[156].](#_bookmark190) Compared with LN, DeepNorm [[157]](#_bookmark191) has shown a better capability to ensure the stability in training, which has been adopted by GLM-130B with post normaliza- tion. In addition, adding an extra LN after the embedding layer can also stabilize the training of LLMs. However, it tends to incur a significant performance drop [[158],](#_bookmark192) which has been removed in several recent LLMs [[66].](#_bookmark102)

**Activation Functions.** To obtain good performance, activa- tion functions also need to be properly set in feed-forward networks. In existing LLMs, GeLU activations [[159]](#_bookmark193) are widely used. Besides, in the latest LLMs (*e.g.,* PaLM and LaMDA), variants of GLU activation [[160,](#_bookmark194) [161]](#_bookmark195) have also been utilized, especially the SwiGLU and GeGLU variants, which often achieve better performance in practice [[156].](#_bookmark190) However, compared with GeLU, they require extra parame- ters (about 50%) in the feed-forward networks [[158].](#_bookmark192)

**Position Embeddings.** Since the self-attention modules in Transformer are permutation equivariant, position embed- dings are employed to inject absolute or relative position information for modeling sequences. There are two vari- ants of absolute position embeddings in the vanilla Trans- former [[22],](#_bookmark59) *i.e.,* sinusoids and learned position embeddings, where the latter is commonly employed in LLMs. Unlike absolute position embeddings, relative positional encodings generate embeddings according to the offsets between keys and queries [[71],](#_bookmark107) so it can perform well on sequences

longer than those it has seen during training, *i.e.,* extrap- [olation [162].](#_bookmark196) ALiBi [[162]](#_bookmark196) biases attention scores using a penalty based on the distance between keys and queries. Empirical results have shown that it has better zero-shot generalization with a stronger extrapolation capacity than other position embeddings [[29].](#_bookmark68) Besides, by setting specific rotatory matrices based on the absolute position, the scores between keys and queries in RoPE [[163]](#_bookmark197) can be computed with relative position information, which is useful to model long sequences. As a result, RoPE has been widely adopted in several latest LLMs [[56,](#_bookmark92) [57,](#_bookmark93) [80]](#_bookmark116)

**Attention and Bias.** Beyond the full self-attention in the original Transformer [[22],](#_bookmark59) sparse attention with lower com- putation complexity is employed in GPT-3 (*i.e.,* Factorized Attention [[55,](#_bookmark91) [164]).](#_bookmark198) In order to effectively and efficiently model longer sequences, more attempts have been made by either introducing special attention patterns [[165,](#_bookmark199) [166]](#_bookmark200) or considering GPU memory access (*i.e.,* FlashAttention [[167]).](#_bookmark201) Besides, following the original Transformer, most LLMs keep the biases in each dense kernel and Layer Norm. How- ever, in PaLM [[56]](#_bookmark92) and Galactica [[35],](#_bookmark74) biases are removed. It demonstrates that no biases can enhance training stability for LLMs [[56].](#_bookmark92)

To put all these discussions together, we summarize the suggestions from existing literature for detailed config- uration. For stronger generalization and training stability, it is suggested to choose the pre RMS Norm for layer normalization, and SwiGLU or GeGLU as the activation function. While, Layer Norm may not be used immediately after embedding layers, which is likely to incur performance degradation. Besides, as for position embeddings, RoPE or ALiBi is a better choice since it performs better on long sequences.

* + 1. *Pre-training Tasks*

Pre-training plays a key role that encodes general knowl- edge from large-scale corpus into the massive model param- eters. For training LLMs, there are two commonly used pre- training tasks, namely language modeling and denoising autoencoding.

**Language Modeling.** The language modeling task (LM) is the most commonly used objective to pre-train decoder-only

tokens **x** = *x*1*, . . . , xn* , the LM task aims to autoregres- LLMs, *e.g.,* GPT3 [[55]](#_bookmark91) and PaLM [[56].](#_bookmark92) Given a sequence of sively predict the target tokens *xi* based on the preceding

*{ }*

tokens *x<i* in a sequence. A general training objective is to maximize the following likelihood:

*n*

*LLM* (**x**) = log *P* (*xi|x<i*)*.* (1)

Σ

*i*=1

Since most language tasks can be cast as the prediction problem based on the input, these decoder-only LLMs might be potentially advantageous to implicitly learn how to ac- complish these tasks in a unified LM way. Some studies have also revealed that decoder-only LLMs can be naturally transferred to certain tasks by autoregressively predicting the next tokens [[26,](#_bookmark64) [55],](#_bookmark91) without fine-tuning. An important variant of LM is the *prefix language modeling* task, which is designed for pre-training models with the prefix decoder architecture. The tokens within a randomly selected prefix would be not used in computing the loss of prefix language modeling. With the same amount of tokens seen during pre- training, prefix language modeling performs slightly worse than language modeling, since fewer tokens in the sequence are involved for model pre-training [[29].](#_bookmark68)

**Denoising Autoencoding.** Besides conventional LM, the denoising autoencoding task (DAE) has also been widely used to pre-train language models [[24,](#_bookmark61) [71].](#_bookmark107) The inputs **x x**˜ for DAE task are corrupted text with randomly replaced spans. Then, the language models are trained to recover the

*\*

replaced tokens **x**˜. Formally, the training objective of DAE

is denoted as follows:

*LDAE*(**x**) = log *P* (**x**˜*|***x***\***x**˜)*.* (2)

However, the DAE task seems to be more complicated

in implementation than LM task. As a result, it has not been widely used to pre-train large language models. Exist- ing LLMs that take DAE as pre-training objectives include T5 [[71]](#_bookmark107) and GLM-130B [[80].](#_bookmark116) These models are mainly trained to recover the replaced spans in an autoregressive way.

* + 1. *Summary and Discussion*

The choice of architecture and pre-training tasks may incur different inductive biases for LLMs, which would lead to different model capacities. In this part, we summarize some important findings or discussions in the existing literature on this issue.

By pre-training with the LM objective, it seems that casual decoder architecture can achieve a superior zero- shot and few-shot generalization capacity. Existing research has shown that without multi-task fine-tuning, the casual decoder has better zero-shot performance than other archi- tectures [[29].](#_bookmark68) The success of GPT-3 [[55]](#_bookmark91) has demonstrated that the large casual decoder model can be a good few- shot learner. In addition, instruction tuning and alignment tuning discussed in Section [5](#_bookmark23) have been proven to fur- ther enhance the capability of large causal decoder mod- els [[61,](#_bookmark97) [62,](#_bookmark98) [81].](#_bookmark117)

*•*

Scaling law has been widely observed in casual de- coders. By scaling the model size, the dataset size, and the total computation, the performance of casual decoders can be substantially improved [[30,](#_bookmark69) [55].](#_bookmark91) Thus, it has become

*•*

an important strategy to increase the model capacity of the casual decoder via scaling. However, more detailed investigation on encoder-decoder models is still lacking, and more efforts are needed to investigate the performance of encoder-decoder models at a large scale.

More research efforts about the discussions on archi- tectures and pre-training objectives are in need to analyze how the choices of the architecture and pre-training tasks affect the capacity of LLMs, especially for encoder-decoder architectures. Besides the major architecture, the detailed configuration of LLM is also worth attention, which has been discussed in Section [4.2.2.](#_bookmark18)

## Model Training

In this part, we review the important settings, techniques, or tricks for training LLMs.

* + 1. *Optimization Setting*

For parameter optimization of LLMs, we present the com- monly used settings for batch training, learning rate, opti- mizer, and training stability.

**Batch Training.** For language model pre-training, existing work generally sets the batch size to a large number (*e.g.,* 8,196 examples or 1.6M tokens) to improve the training stability and throughput. For LLMs such as GPT-3 and PaLM, they have introduced a new strategy that dynam- ically increases the batch size during training, ultimately reaching a million scale. Specifically, the batch size of GPT-3 is gradually increasing from 32K to 3.2M tokens. Empirical results have demonstrated that the dynamic schedule of batch size can effectively stabilize the training process of LLMs [[56].](#_bookmark92)

**Learning Rate.** Existing LLMs usually adopt a similar learn- ing rate schedule with the warm-up and decay strategies during pre-training. Specifically, in the initial 0.1% to 0.5% of the training steps, a linear warm-up schedule is employed for gradually increasing the learning rate to the maximum

value that ranges from approximately 5 10*−*5 to 1 10*−*4 (*e.g.,* 6 10*−*5 for GPT-3). Then, a cosine decay strategy is adopted in the subsequent steps, gradually reducing the

*×*

*× ×*

learning rate to approximately 10% of its maximum value, until the convergence of the training loss.

**Optimizer.** The Adam optimizer [[168]](#_bookmark202) and AdamW opti- mizer [[169]](#_bookmark203) are widely utilized for training LLMs (*e.g.,* GPT- 3), which are based on adaptive estimates of lower-order moments for first-order gradient-based optimization. Com-

monly, its hyper-parameters are set as follows: *β*1 = 0*.*9, *β*2 = 0*.*95 and *s* = 10*−*8. Meanwhile, the Adafactor op- timizer [[170]](#_bookmark204) has also been utilized in training LLMs (*e.g.,*

PaLM and T5), which is a variant of the Adam optimizer specially designed for conserving GPU memory during training. The hyper-parameters of the Adafactor optimizer

are set as: *β*1 = 0*.*9 and *β*2 = 1*.*0 *k−*0*.*8, where *k* denotes

*−*

the number of training steps.

**Stabilizing the Training.** During the pre-training of LLMs, it often suffers from the training instability issue, which may cause the model collapse. To address this issue, weight decay and gradient clipping have been widely utilized,

TABLE 4

Detailed optimization settings of several existing LLMs.

**Batch Size (#tokens)**

**Model**

**Learning**

**Rate**

**Warmup Decay Method Optimizer Precision**

**Weight**

**Grad**

GPT3 (175B) 32K→3.2M 6 10*−*5 yes cosine decay to 10% Adam FP16 PanGu-*α* (200B) - 2 10*−*5 - - Adam -

**Type**

*×*

*×*

OPT (175B) 2M 1*.*2 10*−*4 yes manual decay AdamW FP16 PaLM (540B) 1M→4M 1 10*−*2 no inverse square root Adafactor BF16 BLOOM (176B) 4M 6 10*−*5 yes cosine decay to 10% Adam BF16 MT-NLG (530B) 64 K→3.75M 5 10*−*5 yes cosine decay to 10% Adam BF16 Gopher (280B) 3M→6M 4 10*−*5 yes cosine decay to 10% Adam BF16 Chinchilla (70B) 1.5M→3M 1 10*−*4 yes cosine decay to 10% AdamW BF16 Galactica (120B) 2M 7 10*−*6 yes linear decay to 10% AdamW - LaMDA (137B) 256K - - - - BF16

*×*

*×*

*×*

*×*

*×*

*×*

*×*

Jurassic-1 (178B) 32 K→3.2M 6 *×* 10*−*5 yes - - - LLaMA (65B) 4M 1*.*5 *×* 10*−*4 yes cosine decay to 10% AdamW - GLM (130B) 0.4M→8.25M 8 *×* 10*−*5 yes cosine decay to 10% AdamW FP16 T5 (11B) 64K 1 *×* 10*−*2 no inverse square root AdaFactor - ERNIE 3.0 Titan (260B) - 1 *×* 10*−*4 - - Adam FP16 PanGu-Σ (1.085T) 0.5M 2 *×* 10*−*5 yes - Adam FP16

wher[e existing studies [55,](#_bookmark91) [66,](#_bookmark102) [79,](#_bookmark115) [80,](#_bookmark116) [90]](#_bookmark126) commonly set the threshold of gradient clipping to 1.0 and weight decay rate to 0.1. However, with the scaling of LLMs, the training loss spike is also more likely to occur, leading to unstable training. To mitigate this problem, PaLM [[56]](#_bookmark92) and OPT [[79]](#_bookmark115) use a simple strategy that restarts the training process from an earlier checkpoint before the occurrence of the spike and skips over the data that may have caused the problem. Further, GLM [[80]](#_bookmark116) finds that the abnormal gradients of the embedding layer usually lead to spikes, and proposes to shrink the embedding layer gradients to alleviate it.

|  |  |  |
| --- | --- | --- |
| **Decay** | **Clip** | **Dropout** |
| 0.1 | 1.0 | - |
| 0.1 | - | - |
| 0.1 | - | 0.1 |
| *lr*2 | 1.0 | 0.1 |
| 0.1 | 1.0 | 0.0 |
| 0.1 | 1.0 | - |
| - | 1.0 | - |
| - | - | - |
| 0.1 | 1.0 | 0.1 |
| - | - | - |
| - | - | - |
| 0.1 | 1.0 | - |
| 0.1 | 1.0 | 0.1 |
| - | - | 0.1 |
| 0.1 | 1.0 | - |
| - | - | - |

* + 1. *Scalable Training Techniques*

As the model and data sizes increase, it has become chal- lenging to efficiently train LLMs under a limited compu- tational resource. Especially, two primary technical issues are required to be resolved, *i.e.,* increasing training through- put and loading larger models into GPU memory. In this part, we review several widely used approaches in existing work to address the above two challenges, namely 3D parallelism [[65,](#_bookmark101) [171,](#_bookmark205) [172],](#_bookmark206) ZeRO [[173],](#_bookmark207) and mixed precision training [[174],](#_bookmark208) and also give general suggestions about how to utilize them for training.

**3D Parallelism.** 3D parallelism is actually a combination of three commonly used parallel training techniques, namely data parallelism, pipeline parallelism [[171,](#_bookmark205) [172],](#_bookmark206) and tensor parallelism [[65]](#_bookmark101)[11](#_bookmark22). We next introduce the three parallel train- ing techniques.

*Data parallelism.* Data parallelism is one of the most fundamental approaches to improving the training through- put. It replicates the model parameters and optimizer states across multiple GPUs and then distributes the whole train- ing corpus into these GPUs. In this way, each GPU only needs to process the assigned data for it, and performs the forward and backward propagation to obtain the gra- dients. The computed gradients on different GPUs will be further aggregated to obtain the gradients of the entire batch for updating the models in all GPUs. In this way, as the

*•*

1. Model parallelism is a more broader term that includes tensor parallelism and pipeline parallelism in some work [[65].](#_bookmark101)

calculations of gradients are independently performed on different GPUs, the data parallelism mechanism is highly scalable, enabling the way that increases the number of GPUs to improve training throughput. Furthermore, this technique is simple in implementation, and most of existing popular deep learning libraries have already implemented data parallelism, such as TensorFlow and PyTorch.

*Pipeline parallelism.* Pipeline parallelism aims to dis- tribute the different layers of a LLM into multiple GPUs. Especially, in the case of a Transformer model, pipeline parallelism loads consecutive layers onto the same GPU, to reduce the cost of transmitting the computed hidden states or gradients between GPUs. However, a naive implemen- tation of pipeline parallelism may result in a lower GPU utilization rate as each GPU has to wait for the previous one to complete the computation, leading to the unneces- sary cost of *bubbles overhead* [[171].](#_bookmark205) To reduce these bubbles in pipeline parallelism, GPipe [[171]](#_bookmark205) and PipeDream [[172]](#_bookmark206) propose the techniques of padding multiple batches of data and asynchronous gradient update to improve the pipeline efficiency.

*•*

*Tensor parallelism.* Tensor parallelism is also a com- monly used technique that aims to decompose the LLM for multi-GPU loading. Unlike pipeline parallelism, tensor par- allelism focuses on decomposing the tensors (the parameter matrices) of LLMs. For a matrix multiplication operation

*•*

*Y* = *XA* in the LLM, the parameter matrix *A* can be split

expressed as *Y* = [*XA*1*, XA*2]. By placing matrices *A*1 and into two submatrices, *A*1 and *A*2, by column, which can be *A*2 on different GPUs, the matrix multiplication operation

would be invoked at two GPUs in parallel, and the final result can be obtained by combining the outputs from the two GPUs through across-GPU communication. Currently, tensor parallelism has been supported in several open- source libraries, *e.g.,* Megatron-LM [[65],](#_bookmark101) and can be extended to higher-dimensional tensors. Besides, Colossal-AI has also implemented tensor parallelism for higher-dimensional ten- sors [[175–177]](#_bookmark210) and proposed sequence parallelism [[178]](#_bookmark211) especially for sequence data, which can further decompose the attention operation of the Transformer model.

**ZeRO.** ZeRO [[173]](#_bookmark207) technique, proposed by the Deep-

Speed [[64]](#_bookmark100) library, focuses on the issue of memory re- dundancy in data parallelism. As mentioned before, data parallelism requires each GPU to store the same copy of a LLM, including model parameters, model gradients, and optimizer parameters. Whereas, not all of the above data is necessary to be retained on each GPU, which would cause a memory redundancy problem. To resolve it, the ZeRO technique aims to retain only a fraction of data on each GPU, while the rest data can be retrieved from other GPUs when required. Specifically, ZeRO provides three solutions, depending on how the three parts of the data are stored, namely optimizer state partitioning, gradient partitioning, and parameter partitioning. Empirical results indicate that the first two solutions do not increase the communication overhead, and the third solution increases about 50% com- munication overhead but saves memory proportional to the number of GPUs. PyTorch has implemented a similar technique as ZeRO, called FSDP [[179].](#_bookmark212)

**Mixed Precision Training.** In previous PLMs (*e.g.,* BERT [[23]),](#_bookmark60) 32-bit floating-point numbers, also known as FP32, have been predominantly used for pre-training. In recent years, to pre-train extremely large language models, some studies [[174]](#_bookmark208) have started to utilize 16-bit floating- point numbers (FP16), which reduces memory usage and communication overhead. Additionally, as popular NVIDIA GPUs (*e.g.,* A100) have twice the amount of FP16 computa- tion units as FP32, the computational efficiency of FP16 can be further improved. However, existing work has found that FP16 may lead to the loss of computational accuracy [[59,](#_bookmark95) [66],](#_bookmark102) which affects the final model performance. To alleviate it, an alternative called *Brain Floating Point (BF16)* has been used for training, which allocates more exponent bits and fewer significant bits than FP16. For pre-training, BF16 generally performs better than FP16 on representation accuracy [[66].](#_bookmark102)

**Overall Training Suggestion.** In practice, the above train- ing techniques, especially 3D parallelism, are often jointly used to improve the training throughput and large model loading. For instance, researchers have incorporated 8-way data parallelism, 4-way tensor parallelism, and 12-way pipeline parallelism, enabling the training of BLOOM [[66]](#_bookmark102) on 384 A100 GPUs. Currently, open-source libraries like DeepSpeed [[64],](#_bookmark100) Colossal-AI [[118],](#_bookmark154) and Alpa [[180]](#_bookmark213) can well support the three parallel training methods. To reduce the memory redundancy, ZeRO, FSDP, and activation re- computation techniques [[181,](#_bookmark214) [182]](#_bookmark215) can be also employed for training LLMs, which have already been integrated into DeepSpeed, PyTorch, and Megatron-LM. Besides, the mixed precision training technique such as BF16 can be also leveraged to improve the training efficiency and reduce GPU memory usage, while it requires necessary support on hardware (*e.g.,* A100 GPU). Because training large models is a time-intensive process, it would be useful to forecast the model performance and detect abnormal issues at an early stage. For this purpose, GPT-4 [[46]](#_bookmark83) has recently introduced a new mechanism called *predictable scaling* built on a deep learning stack, enabling the performance prediction of large models with a much smaller model, which might be quite useful for developing LLMs. In practice, one can further leverage the supporting training techniques of mainstream

deep learning frameworks. For instance, PyTorch supports the data parallel training algorithm FSDP [[179]](#_bookmark212) (*i.e.,* fully sharded data parallel), which allows for partial offloading of training computations to CPUs if desired.

Besides the above training strategies, it is also important to improve the inference speed for using LLMs. Typically, quantization techniques are widely used to reduce both the time and space costs of LLMs during the inference stage [[183].](#_bookmark216) With some loss in model performance, quan- tized language models have smaller model sizes and can achieve and faster inference speed [[80,](#_bookmark116) [184,](#_bookmark217) [185].](#_bookmark218) For model quantization, a popular choice is INT8-quantization [[184].](#_bookmark217) Further, some research work attempts to develop more aggressive INT4-quantization methods [[80].](#_bookmark116) Among these open-source LLMs, BLOOM[12](#_bookmark26), GPT-J[13](#_bookmark27), and GLM[14](#_bookmark28) have released the corresponding quantized model copies.

1. **ADAPTATION TUNING OF LLMS**

After pre-training, LLMs can acquire the general abilities for solving various tasks. However, increasing studies have shown that LLM’s abilities can be further adapted according to specific goals. In this section, we introduce two major ap- proaches to adapting pre-trained LLMs, namely instruction tuning and alignment tuning. The former approach mainly aims to enhance (or unlock) the abilities of LLMs, while the latter approach aims to align the behaviors of LLMs with human values or preferences. In what follows, we will introduce the two approaches in detail.

TABLE 5

A detailed list of available task collections for instruction tuning. Note that OIG is a large collection consisting of existing collections.

**Collections Time #Task types #Tasks #Examples**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Nat. Inst. [[186]](#_bookmark219) | Apr-2021 | 6 | 61 | 193K |
| CrossFit [[187]](#_bookmark220) | Apr-2021 | 13 | 160 | 7.1M |
| FLAN [[62]](#_bookmark98) | Sep-2021 | 12 | 62 | 4.4M |
| P3 [[188]](#_bookmark221) | Oct-2021 | 13 | 267 | 12.1M |
| ExMix [[189]](#_bookmark222) | Nov-2021 | 11 | 107 | 18M |
| UnifiedSKG [[190]](#_bookmark223) | Jan-2022 | 6 | 21 | 812K |
| Super Nat. Inst. [[77]](#_bookmark113) Apr-2022 76 | | | 1616 | 5M |
| MVPCorpus [[191]](#_bookmark224) | Jun-2022 | 11 | 77 | 41M |
| xP3 [[82]](#_bookmark118) | Nov-2022 | 17 | 85 | 81M |
| OIG[15](#_bookmark0) | Mar-2023 | - | - | 43M |

## Instruction Tuning

In essence, instruction tuning is the approach to fine-tuning pre-trained LLMs on a collection of formatted instances in the form of natural language [[62],](#_bookmark98) which is highly related to supervised fine-tuning [[61]](#_bookmark97) and multi-task prompted training [[28].](#_bookmark67) In order to perform instruction tuning, we first need to collect or construct instruction-formatted instances. Then, we employ these formatted instances to fine-tune LLMs in a supervised learning way (*e.g.,* training with the sequence-to-sequence loss). After instruction tuning, LLMs can demonstrate superior abilities to generalize to unseen tasks [[28,](#_bookmark67) [62,](#_bookmark98) [81],](#_bookmark117) even in a multilingual setting [[82].](#_bookmark118)

1. https://huggingface.co/joaoalvarenga/bloom-8bit
2. https://huggingface.co/hivemind/gpt-j-6B-8bit
3. https://github.com/ggerganov/llama.cpp
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Instance

Task description

Please translate to English:

Output

en: We do not know what is happening.

***Optional***

Demonstrations

fr: Reprise de la session

en: Resumption of the session

fr: Il s'agit du cas d'Alexandre Nikitin. en: It is the case of Alexander Nikitin.

Input

fr: Nous ne savons pas ce qui se passe.

Task description

Please answer this question:

* 1. Instance format

Task description

Can you recommend some ways to lose weight?

Desired output written by human Output

Here are some ways to lose weight:

1. Eat a healthy diet: Focus on …
2. Increase physical activity: Engage …

![](data:image/jpeg;base64,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)

Demonstrations

Q: Where is the capital of France?

A: Paris.

Q: Where is the capital of Brazil? A: Brasilia

Input

Output

Q: Where is the capital of China?

A: Beijing.

NLP Datasets

* 1. Formatting existing datasets
  2. Formatting human needs

Fig. 4. An illustration of instance formatting and two different methods for constructing the instruction-formatted instances.

A recent survey [[192]](#_bookmark225) presents a systematic overview of the research on instruction tuning. In comparison to that, we mainly focus on the effect of instruction tuning on LLMs and provide detailed guidelines or strategies for instance collection and tuning. Besides, we also discuss the use of instruction tuning for satisfying the real needs of users, which has been widely applied in existing LLMs, *e.g.,* InstructGPT [[61]](#_bookmark97) and GPT-4 [[46].](#_bookmark83)
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* + 1. *Formatted Instance Construction*

Generally, an instruction-formatted instance consists of a task description (called an *instruction*), an input-output pair, and a small number of demonstrations (optional). As impor- tant public resources, existing studies have released a large number of labeled data formatted in natural language (see the list of available resources in T[able 5).](#_bookmark24) Next, we introduce two major methods for constructing formatted instances (see an illustration in Figure [4)](#_bookmark29) and then discuss several key factors for instance construction.

**Formatting Existing Datasets.** Before instruction tuning was proposed, several early studies [[189,](#_bookmark222) [191,](#_bookmark224) [193,](#_bookmark226) [194]](#_bookmark227) col- lected the instances from a diverse range of tasks (*e.g.,* text summarization, text classification, and translation) to create supervised multi-task training datasets. As a major source of instruction tuning instances, it is convenient to format these multi-task training datasets with natural language task de- scriptions. Specifically, recent work [[28,](#_bookmark67) [61,](#_bookmark97) [62,](#_bookmark98) [77]](#_bookmark113) augments the labeled datasets with human-written task descriptions, which instructs LLMs to understand the tasks by explaining the task goal. For example, in Figure [4(b),](#_bookmark29) a task description “*Please answer this question*” is added for each example in the question-answering task. After instruction tuning, LLMs can generalize well to other unseen tasks by following their task descriptions [[28,](#_bookmark67) [62,](#_bookmark98) [81].](#_bookmark117) In particular, it has been shown that instructions are the crucial factor in task generalization ability for LLMs [[62]:](#_bookmark98) by fine-tuning the model on labeled datasets with the task descriptions removed, it results in a dramatic drop in model performance. To better generate labeled instances for instruction tuning, a crowd-sourcing

platform, PromptSource [[188]](#_bookmark221) has been proposed to effec- tively create, share, and verify the task descriptions for different datasets. To enrich the training instances, several studies [[28,](#_bookmark67) [191,](#_bookmark224) [195]](#_bookmark228) also try to invert the input-output pairs of existing instances with specially designed task descrip- tions for instruction tuning. For instance, given a question- answer pair, we can create a new instance by predicting the question-conditioned answer and some task description (*e.g., “Please generate a question based on the answer:”*). Besides, some work [[196]](#_bookmark229) also leverages heuristic task templates to convert massive unlabeled texts into labeled instances.

**Formatting Human Needs.** Despite that a large number of training instances have been formatted with instructions, they mainly come from public NLP datasets, either lack- ing instruction diversity or mismatching with real human needs [[61].](#_bookmark97) To overcome this issue, InstructGPT [[61]](#_bookmark97) pro- poses to take the queries that real users have submitted to the OpenAI API as the task descriptions. User queries are expressed in natural languages, which are particularly suitable for eliciting the ability of instruction following for LLMs. Additionally, to enrich the task diversity, human labelers are also asked to compose the instructions for real- life tasks, including open-ended generation, open question answering, brainstorming, and chatting. Then, they let an- other group of labelers directly answer these instructions as the output. Finally, they pair one instruction (*i.e.,* the col- lected user query) and the expected output (*i.e.,* the human- written answer) as a training instance. Note that Instruct- GPT also employs these real-world tasks formatted in natu- ral language for alignment tuning (discussed in Section [5.2).](#_bookmark30) Further, GPT-4 [[46]](#_bookmark83) has designed potentially high-risk in- structions and guided the model to reject these instructions through supervised fine-tuning for safety concerns. Besides, to reduce the burden of human annotation, several semi- automated approaches [[197–199]](#_bookmark231) have also been proposed for constructing instances by feeding existing instances into LLMs to generate diverse task descriptions and instances.

**Key Factors for Instance Construction.** The quality of

instruction instances has an important impact on the perfor- mance of the model. Here, we discuss some essential factors for instance construction.

*Scaling the instructions.* It has been widely shown that scaling the number of tasks can largely enhance the gener- alization ability of LLMs [[28,](#_bookmark67) [62,](#_bookmark98) [77].](#_bookmark113) When increasing the parameter scale, the performance initially shows a continu- ous growth pattern with the number of tasks, while the gain becomes negligible when it reaches a certain level [[77,](#_bookmark113) [81].](#_bookmark117) A plausible speculation is that a certain number of repre- sentative tasks can provide relatively sufficient knowledge and adding more tasks may not bring additional gains [[81].](#_bookmark117) Besides, it is also beneficial to enhance the diversity of the task descriptions in several aspects, such as length, structure, and creativity [[28].](#_bookmark67) As for the number of instances per task, it has been found that a small number of instances can usually saturate the generalization performance of the model [[62,](#_bookmark98) [81].](#_bookmark117) Whereas, increasing the number of instances for some tasks to a large number (*e.g.,* hundreds of thou- sands) could potentially result in the overfitting issue and impair the model performance [[77].](#_bookmark113)

*•*

*Formatting design.* As an important factor, the design of natural language format also highly impacts the gener- alization performance of LLMs [[77].](#_bookmark113) Typically, we can add task descriptions and optional demonstrations to the input- output pairs of existing datasets, where the task description is the most key part for LLMs to understand the task [[77].](#_bookmark113) Further, it can lead to substantial improvements by using an appropriate number of exemplars as demonstrations [[81],](#_bookmark117) which also alleviates the model sensitivity to instruction engineering [[62,](#_bookmark98) [81].](#_bookmark117) However, incorporating other compo- nents (*e.g.,* things to avoid, reasons, and suggestions) into instructions may have a negligible or even adverse effect on the performance of LLMs [[77,](#_bookmark113) [186].](#_bookmark219) Recently, to elicit the step-by-step reasoning ability of LLMs, some work [[81]](#_bookmark117) proposes to include chain-of-thought (CoT) examples for some reasoning datasets, such as arithmetic reasoning. It has been shown that fine-tuning LLMs with both CoT and non-CoT examples can lead to a good performance across various reasoning tasks, including those that require multi- hop reasoning ability (*e.g.,* commonsense question answer- ing and arithmetic reasoning) as well as those without the need for such a reasoning way (*e.g.,* sentiment analysis and extractive question answering) [[81,](#_bookmark117) [83].](#_bookmark119)

*•*

To summarize, it seems that the diversity of instructions is more important than the number of instances since the well-performing InstructGPT [[61]](#_bookmark97) and Alpaca [[199]](#_bookmark231) utilize fewer but more diverse instructions (or instances) than the Flan-series LLMs [[62,](#_bookmark98) [81].](#_bookmark117) Further, it is more useful to invite labelers to compose human-need tasks than using dataset- specific tasks. While, it still lacks the guidelines to anno- tate human-need instances, making the task composition somehow heuristic. To reduce human efforts, we can either reuse existing formatted datasets (Table [5)](#_bookmark24) or automatically construct the instructions using existing LLMs [[197].](#_bookmark230)

* + 1. *Instruction Tuning Strategies*

Unlike pre-training, instruction tuning is often more effi- cient since only a moderate number of instances are used for training. Although instruction tuning can be considered as a supervised training process, its optimization is different

from pre-training in several aspects [[81],](#_bookmark117) such as the training objective (*i.e.,* sequence-to-sequence loss) and optimization configuration (*e.g.,* smaller batch size and learning rate), which require special attention in practice. In addition to these optimization configurations, there are also two impor- tant aspects to consider for instruction tuning:

**Balancing the Data Distribution.** Since instruction tun- ing involves a mixture of different tasks, it is important to balance the proportion of different tasks during fine- tuning. A widely used method is the *examples-proportional mixing* strategy [[71],](#_bookmark107) *i.e.,* combining all the datasets and sampling each instance equally from the mixed datasets. Furthermore, increasing the sampling ratio of high-quality collections (*e.g.,* FLAN [[62]](#_bookmark98) and P3 [[188])](#_bookmark221) can generally lead to performance improvement according to recent find- ings [[81,](#_bookmark117) [83].](#_bookmark119) While, it is common to set a *maximum cap* to control the maximum number of examples that a dataset can contain during instruction tuning [[71],](#_bookmark107) which is set to prevent larger datasets from overwhelming the entire dis- tribution [[71,](#_bookmark107) [83].](#_bookmark119) In practice, the maximum cap is typically set to several thousands or tens of thousands according to different datasets [[62,](#_bookmark98) [81].](#_bookmark117)

**Combining Instruction Tuning and Pre-Training.** To make the tuning process more effective and stable, OPT-IML [[83]](#_bookmark119) incorporates pre-training data during instruction tuning, which can be regarded as regularization for model tun- ing. Further, instead of using a separate two-stage process (*pre-training* then *instruction tuning*), some studies attempt to train a model from scratch with a mixture of pre- training data (*i.e.,* plain texts) and instruction tuning data (*i.e.,* formatted datasets) using multi-task learning [[71,](#_bookmark107) [189].](#_bookmark222) Specifically, GLM-130B [[80]](#_bookmark116) and Galactica [[35]](#_bookmark74) integrate instruction-formatted datasets as a small proportion of the pre-training corpora to pre-train LLMs, which potentially achieves the advantages of pre-training and instruction tun- ing at the same time.

* + 1. *The Effect of Instruction Tuning*

In this part, we discuss the effect of instruction tuning on LLMs in two major aspects.

**Performance Improvement.** Despite being tuned on a mod- erate number of instances, instruction tuning has become an important way to improve or unlock the abilities of LLMs [[81].](#_bookmark117) Recent studies have experimented with language models in multiple scales (ranging from 77M to 540B), showing that the models of different scales can all benefit from instruction tuning [[81,](#_bookmark117) [195],](#_bookmark228) yielding improved perfor- mance as the parameter scale increases [[82].](#_bookmark118) Further, smaller models with instruction tuning can even perform better than larger models without fine-tuning [[28,](#_bookmark67) [81].](#_bookmark117) Besides the model scale, instruction tuning demonstrates consistent improvements in various model architectures, pre-training objectives, and model adaptation methods [[81].](#_bookmark117) In practice, instruction tuning offers a general approach to enhancing the abilities of existing language models [[81]](#_bookmark117) (including small-sized PLMs). Besides, it is also more efficient than pre-training, since the amount of labeled instruction data required by LLMs is much smaller than pre-training data.

**Task Generalization.** Instruction tuning encourages the model to understand natural language instructions for task completion. It endows LLMs with the ability (often con- sidered as an emergent ability) to follow human instruc- tions [[31]](#_bookmark70) to perform specific tasks without demonstrations, even on unseen tasks [[81].](#_bookmark117) A large number of studies have confirmed the effectiveness of instruction tuning to achieve superior performance on both seen and unseen tasks [[83,](#_bookmark119) [195].](#_bookmark228) Besides, instruction tuning has been shown to be useful in alleviating several weaknesses of LLMs (*e.g.,* repetitive generation or complementing the input without accomplishing a certain task) [[61,](#_bookmark97) [81],](#_bookmark117) leading to a superior capacity to solve real-world tasks for LLMs. Furthermore, LLMs trained with instruction tuning can generalize to re- lated tasks across languages. For example, BLOOMZ-P3 [[82]](#_bookmark118) is fine-tuned based on BLOOM [[66]](#_bookmark102) using English-only task collection P3 [[188].](#_bookmark221) Interestingly, BLOOMZ-P3 can achieve a more than 50% improvement in multilingual sentence completion tasks compared to BLOOM, which shows that instruction tuning can help LLMs acquire general task skills from English-only datasets and transfer such skills into other languages [[82].](#_bookmark118) In addition, it has been found that using English-only instructions can produce satisfactory results on multilingual tasks [[82],](#_bookmark118) which helps reduce the effort of instruction engineering for a specific language.

## Alignment Tuning

This part first presents the background of alignment with its definition and criteria, then focuses on the collection of human feedback data for aligning LLMs, and finally discusses the key technique of reinforcement learning from human feedback for alignment tuning.

* + 1. *Background and Criteria for Alignment*

**Background.** LLMs have shown remarkable capabilities in a wide range of NLP tasks [[55,](#_bookmark91) [56,](#_bookmark92) [62,](#_bookmark98) [79].](#_bookmark115) However, these models may sometimes exhibit unintended behav- iors, *e.g.,* fabricating false information, pursuing inaccurate objectives, and producing harmful, misleading, and biased expressions [[61,](#_bookmark97) [200].](#_bookmark232) For LLMs, the language modeling objective pre-trains the model parameters by word predic- tion while lacking the consideration of human values or preferences. To avert these unexpected behaviors, human alignment has been proposed to make LLMs act in line with human expectations [[61,](#_bookmark97) [96].](#_bookmark132) However, unlike the original pre-training and adaptation tuning (*e.g.,* instruction tuning), such an alignment requires considering very different crite- ria (*e.g.,* helpfulness, honesty, and harmlessness). It has been shown that alignment might harm the general abilities of LLMs to some extent, which is called *alignment tax* in related literature [[61,](#_bookmark97) [201,](#_bookmark233) [202].](#_bookmark234)

**Alignment Criteria.** Recently, there is increasing attention on developing multifarious criteria to regulate the behav- iors of LLMs. Here, we take three representative alignment criteria (*i.e.,* helpful, honest, and harmless) as examples for discussion, which have been widely adopted in existing literature [[61,](#_bookmark97) [200,](#_bookmark232) [201].](#_bookmark233) Besides, there are also other align- ment criteria for LLMs from different perspectives including behavior, intent, incentive, and inner aspects [[200],](#_bookmark232) which

are essentially similar (or at least with similar alignment techniques) to the above three criteria. It is also feasible to modify the three criteria according to specific needs, *e.g.,* substituting honesty with correctness [[96]](#_bookmark132) or focusing on some specified criteria [[202].](#_bookmark234) Next, we give brief explana- tions about the three representative alignment criteria:

*Helpfulness.* To be helpful, the LLM should demon- strate a clear attempt to assist users in solving their tasks or answering questions in a concise and efficient manner as possible. At a higher level, when further clarification is needed, the LLM should demonstrate the capability of eliciting additional relevant information through pertinent inquiries and exhibit suitable levels of sensitivity, percep- tiveness, and pr[udence [201].](#_bookmark233) Realizing the alignment of helpful behavior is challenging for LLMs since it is difficult to precisely define and measure the intention of users [[200].](#_bookmark232) *Honesty.* At a basic level, a LLM aligned to be honest should present accurate content to users instead of fabri- cating information. Additionally, it is crucial for the LLM to convey appropriate degrees of uncertainty in its output, in order to avoid any form of deception or misrepresen- tation of information. This requires the model to know about its capabilities and levels of knowledge (*e.g.,* “know unknowns”). According to the discussion in [[201],](#_bookmark233) honesty is a more objective criterion compared to helpfulness and harmlessness, hence honesty alignment could potentially be

*•*

*•*

developed with less reliance on human efforts.

*Harmlessness.* To be harmless, it requires that the lan- guage produced by the model should not be offensive or discriminatory. To the best of its abilities, the model should be capable of detecting covert endeavors aimed at soliciting requests for malicious purposes. Ideally, when the model was induced to conduct a dangerous action (*e.g.,* commit- ting a crime), the LLM should politely refuse. Nonetheless, *what behaviors* are deemed harmful and *to what extent* vary amongst individuals or societies [[201]](#_bookmark233) heavily depend on who is using the LLM, the type of the posed question, and the context (*e.g.,* time) at which the LLM is being used.

*•*

As we can see, these criteria are quite subjective, and are developed based on human cognition. Thus, it is difficult to directly formulate them as optimization objectives for LLMs. In existing work, there are many ways to fulfill these criteria when aligning LLMs. A promising technique is *red teaming* [[203,](#_bookmark235) [204],](#_bookmark236) which involves using manual or automated means to probe LLMs in an adversarial way to generate harmful outputs and then updates LLMs to prevent such outputs.

* + 1. *Collecting Human Feedback*

During the pre-training stage, LLMs are trained using the language modeling objective on a large-scale corpus. How- ever, it cannot take into account the subjective and qualita- tive evaluations of LLM outputs by humans (called *human feedback* in this survey). High-quality human feedback is extremely important for aligning LLMs with human pref- erences and values. In this part, we discuss how to select a team of human labelers for feedback data collection.

**Human Labeler Selection.** In existing work, the dominant method for generating human feedback data is human annotation [[61,](#_bookmark97) [96,](#_bookmark132) [205].](#_bookmark237) This highlights the critical role

of selecting appropriate human labelers. To provide high- quality feedback, human labelers are supposed to have a qualified level of education and excellent proficiency in English. For example, Sparrow [[96]](#_bookmark132) requires human labelers to be UK-based native English speakers who have obtained at least an undergraduate-level educational qualification. Further, in [[202],](#_bookmark234) half of the human labelers were recruited from the US-based Amazon Mechanical Turk workforce with a master’s qualification. Even then, several stud- ies [[205,](#_bookmark237) [206]](#_bookmark238) have found that there still exists a mismatch between the intentions of researchers and human labelers, which may lead to low-quality human feedback and cause LLMs to produce unexpected output. To address this issue, InstructGPT [[61]](#_bookmark97) further conducts a screening process to filter labelers by assessing the agreement between human labelers and researchers. Specifically, researchers first label a small amount of data and then measure the agreement between themselves and human labelers. The labelers with the highest agreement will be selected to proceed with the subsequent annotation work. In some other work [[202,](#_bookmark234) [207],](#_bookmark239) “super raters” are used to ensure the high quality of human feedback. They evaluate the performance of human labelers and select a group of well-performing human labelers (*e.g.,* high agreement) as super raters. The super raters will be given priority to collaborate with the researchers in the sub- sequent study. When human labelers annotate the output of LLMs, it is helpful to specify detailed instructions and provide instant guidance for human labelers [[206],](#_bookmark238) which can further regulate the annotation of labelers.

**Human Feedback Collection.** In existing work, there are mainly three kinds of approaches to collecting feedback and preference data from human labelers.

*Ranking-based collection.* In early work [[205,](#_bookmark237) [208],](#_bookmark240) human labelers often evaluate model-generated outputs in a coarse- grained manner (*i.e.,* only selecting the best) without taking into account more fine-grained alignment criteria. Nonethe- less, different labelers may hold diverse opinions on the selection of the best candidate output, and this method disregards the unselected samples, which may lead to inac- curate or incomplete human feedback. To address this issue, subsequent studies [[61]](#_bookmark97) introduce the Elo rating system to derive the preference ranking by comparing candidate outputs. The ranking of outputs serves as the training signal that guides the model to prefer certain outputs over others, thus inducing outputs that are more reliable and safer.

*•*

*Question-based collection.* Further, human labelers can provide more detailed feedback by answering certain ques- tions designed by researchers [[70],](#_bookmark106) covering the alignment criteria as well as additional constraints for LLMs. Specially, in WebGPT [[70],](#_bookmark106) to assist the model in filtering and utiliz- ing relevant information from retrieved documents, human labelers are required to answer questions with multiple options about whether the retrieved documents are useful for answering the given input.

*•*

*Rule-based collection.* Besides, many studies develop rule-based methods to provide more detailed human feed- back. As a typical case, Sparrow [[96]](#_bookmark132) not only selects the response that labelers consider the best but also uses a series of rules to test whether model-generated responses meet the alignment criteria of being helpful, correct, and harmless.

*•*

In this way, two kinds of human feedback data can be ob- tained: (1) the response preference feedback is obtained by comparing the quality of model-generated output in pairs, and (2) the rule violation feedback is obtained by collecting the assessment from human labelers (*i.e.,* a score indicating to what extent the generated output has violated the rules). Furthermore, GPT[-4 [46]](#_bookmark83) utilizes a set of zero-shot classifiers (based on GPT-4 itself) as rule-based reward models, which can automatically determine whether the model-generated outputs violate a set of human-written rules.

In the following, we focus on a well-known technique, reinforcement learning from human feedback (RLHF), which has been widely used in the recent powerful LLMs such as ChatGPT. As discussed below, the alignment criteria introduced in Section [5.2.1](#_bookmark31) can be fulfilled by learning from human feedback on the responses of LLMs to users’ queries.

* + 1. *Reinforcement Learning from Human Feedback*

To align LLMs with human values, reinforcement learning from human feedback (RLHF) [[67,](#_bookmark103) [205]](#_bookmark237) has been proposed to fine-tune LLMs with the collected human feedback data, which is useful to improve the alignment criteria (*e.g.,* helpfulness, honesty, and harmlessness). RLHF employs reinforcement learning (RL) algorithms (*e.g.,* Proximal Pol- icy Optimization (PPO) [[209])](#_bookmark241) to adapt LLMs to human feedback by learning a reward model. Such an approach incorporates humans in the training loop for developing well-aligned LLMs, as exemplified by InstructGPT [[61].](#_bookmark97)

**RLHF System.** The RLHF system mainly comprises three key components: a pre-trained LM to be aligned, a reward model learning from human feedback, and a RL algorithm training the LM. Specifically, the *pre-trained LM* is typically a generative model that is initialized with existing pre- trained LM parameters. For example, OpenAI uses 175B GPT-3 for its first popular RLHF model, InstructGPT [[61],](#_bookmark97) and DeepMind uses the 280 billion parameter model Go- pher [[59]](#_bookmark95) for its GopherCite model [[207].](#_bookmark239) Further, the *reward model (RM)* provides (learned) guidance signals that reflect human preferences for the text generated by the LM, usually in the form of a scalar value. The reward model can take on two forms: a fine-tuned LM or a LM trained de novo using human preference data. Existing work typically employs reward models having a parameter scale different from that of the aligned LM [[61,](#_bookmark97) [207].](#_bookmark239) For example, OpenAI uses 6B GPT-3 and DeepMind uses 7B Gopher as the reward model, respectively. Finally, to optimize the pre-trained LM using the signal from the reward model, a specific *RL algorithm* is designed for large-scale model tuning. Specifically, Prox- imal Policy Optimization (PPO) [[209]](#_bookmark241) is a widely used RL algorithm for alignment in existing work [[61,](#_bookmark97) [96,](#_bookmark132) [207].](#_bookmark239)

**Key Steps for RLHF.** Figure [5](#_bookmark33) illustrates the overall method- ology of RLHF, which follows a three-step process in exist- ing work [[61,](#_bookmark97) [206]](#_bookmark238) as introduced below.

*Supervised fine-tuning.* To make the LM initially perform desired behaviors, it usually needs to collect a supervised dataset containing input prompts (instruction) and desired outputs for fine-tuning the LM. These prompts and outputs can be written by human labelers for some specific tasks while ensuring the diversity of tasks. For example, Instruct- GPT [[61]](#_bookmark97) asks human labelers to compose prompts (*e.g.,*

*•*
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solving various tasks. A typical prompting method is *in- context learning* [[50,](#_bookmark87) [55],](#_bookmark91) which formulates the task descrip- tion and/or demonstrations in the form of natural language text. In addition, *chain-of-thought prompting* [[33]](#_bookmark72) can be em- ployed to enhance in-context learning by involving a series of intermediate reasoning steps into prompts. Next, we will elaborate on the details of the two techniques.

## In-Context Learning

As a special prompting form, in-context learning (ICL) is first proposed along with GPT-3 [[55],](#_bookmark91) which has become a typical approach to utilizing LLMs.

* + 1. *Prompting Formulation*

As stated in [[55],](#_bookmark91) ICL uses a formatted natural language prompt, consisting of the task description and/or a few task examples as demonstrations. Figure [6](#_bookmark36) presents the illustra- tion of ICL. First, starting with a task description, a few ex- amples are selected from the task dataset as demonstrations. Then, they are combined in a specific order to form nat-

Fig. 5. The workflow of the RLHF algorithm.

“*List five ideas for how to regain enthusiasm for my career*”) and desired outputs for several generative tasks such as open QA, brainstorming, chatting, and rewriting. Note that the first step is not necessarily used and can be optional in specific settings or scenarios.

*Reward model training.* The second step is to train the RM using human feedback data. Specifically, we employ the LM to generate a certain number of output texts using sampled prompts (from either the supervised dataset or the human-generated prompt) as input. We then invite

*•*

human labelers to annotate the preference for these pairs.

ural language prompts with specially designed templates. Finally, the test instance is appended to the demonstration as the input for LLMs to generate the output. Based on task demonstrations, LLMs can recognize and perform a new task without explicit gradient update.

Formally, let *Dk* = *f* (*x*1*, y*1)*, . . . , f* (*xk, yk*) represent a set of demonstrations with *k* examples, where *f* (*xk, yk*) is the prompt function that transforms the *k*-th task example

*{ }*

into natural language prompts. Given the task description

prediction of the output *y*ˆ*k*+1 generated from LLMs can be *I*, demonstration *Dk*, and a new input query *xk*+1, the formulated as follows[16](#_bookmark35):

LLM.*I, f* (*x*1*, y*1)*, . . . , f* (*xk, yk*)*, f* (*xk*+1*,*  )Σ *→ y*ˆ*k*+1*.*

The annotation process can be conducted in multiple forms,

and a common approach is to annotate by ranking the

s demon˛s¸trations

x sin˛p¸utx asn˛sw¸xer

(3)

generated candidate texts, which can reduce the inconsis-

tency among annotators. Then, the RM is trained to predict the human-preferred output. In InstructGPT, labelers rank model-generated outputs from best to worst, and the RM (*i.e.,* 6B GPT-3) is trained to predict the ranking.

*RL fine-tuning.* At this step, aligning (*i.e.,* fine-tuning) the LM is formalized as an RL problem. In this setting, the pre-trained LM acts as the policy that takes as input a prompt and returns an output text, the action space of this policy is all the terms in the vocabulary of the LM, the state is characterized by the currently generated token sequence, and the reward is provided by the RM. To avoid deviating significantly from the initial (before tuning) LM, a penalty term is commonly incorporated into the reward function. For example, InstructGPT optimizes the LM against the RM using the PPO algorithm. For each input prompt, Instruct- GPT calculates the KL divergence between the generated results from the current LM and the initial LM as the penalty. It is noted that the second and final steps can be iterated in multiple turns for better aligning LLMs.

*•*

1. **UTILIZATION**

After pre-training or adaptation tuning, a major approach to using LLMs is to design suitable prompting strategies for

where the actual answer *yk*+1 is left as a blank to be predicted by the LLM. Since the performance of ICL heavily relies on demonstrations, it is an important issue to properly design them in the prompts. According to the construction process in Equation [(3),](#_bookmark34) we focus on three major aspects in formatting demonstrations in the prompts, including how to

example into the prompt with the function *f* ( ), and arrange select examples that make up demonstrations, format each demonstrations in a reasonable order.

*·*

A comprehensive review of ICL has been presented in [the survey paper [50],](#_bookmark87) and we suggest the readers refer to it for a more general, detailed discussion on this topic. Compared with this survey, we specially focus on the dis- cussion of applying ICL to LLMs in two major aspects, *i.e.,* demonstration design and the underlying mechanism of LLMs. Besides, ICL also has a close connection with instruction tuning (discussed in Section [5.1)](#_bookmark25) in that both utilize natural language to format the task or instances.

1. When ICL was introduced in the GPT-3’s paper [[55],](#_bookmark91) it was originally defined to be a combination of the task description and demonstration examples, wherein either component is dispensable. Following this definition, when a LLM is required to solve an unseen task by using only task descriptions, it can be also considered to perform ICL for task solving, whereas the ICL ability can be enhanced by instruction tuning.

**In-Context Learning Chain-of-Thought Prompting**

Answer the following mathematical reasoning questions:

Answer the following mathematical reasoning questions:

*Q:*

*N* x

*A:*

*Q:*

*A:*

Q:

If you have 12 candies and you give 4 candies to your friend, how many candies do you have left?

The answer is 8.

If a rectangle has a length of 6 cm and a width of 3 cm, what is the perimeter of the rectangle?

The answer is 18 cm.

*N* x

Sam has 12 marbles. He gives 1/4 of them to his sister.

How many marbles does Sam have left?

Q: Sam has 12 marbles. He gives 1/4 of them to his sister. How many marbles does Sam have left?

A: The answer is 9.

The answer is 9.

LLM

A: He gives (1 / 4) x 12 = 3 marbles. So Sam is left with 12 – 3 = 9 marbles.

*Q:* If a rectangle has a length of 6 cm and a width of 3 cm, what is the perimeter of the rectangle?

*A:*

The answer is 18 cm.

For a rectangle, add up the length and width and double it. So, the perimeter of this rectangle is (6 + 3) x 2 = 18 cm.

: Task description

: Demonstration

: Chain-of-Thought

: Query

Fig. 6. A comparative illustration of in-context learning (ICL) and chain-of-thought (CoT) prompting. ICL prompts LLMs with a natural language description, several demonstrations, and a test query. While CoT prompting involves a series of intermediate reasoning steps in prompts.

However, instruction tuning needs to fine-tune LLMs for adaptation, while ICL only prompts LLMs for utilization. Furthermore, instruction tuning can enhance the ICL ability of LLMs to perform target tasks, especially in the zero-shot setting (only using task descriptions) [[81].](#_bookmark117)

* + 1. *Demonstration Design*

Several studies have shown that the effectiveness of ICL is highly affected by the design of demonstrations [[210–212]](#_bookmark244) Following the discussion in Section [6.1.1,](#_bookmark32) we will introduce the demonstration design of ICL from three major aspects, *i.e.,* demonstration selection, format, and order.

**Demonstration Selection.** The performance of ICL tends to have a large variance with different demonstration exam- ples [[213],](#_bookmark245) so it is important to select a subset of examples that can effectively leverage the ICL capability of LLMs. There are two main demonstration selection approaches, namely heuristic and LLM-based approaches:

*Heuristic approaches.* Due to the simplicity and low costs, existing work widely adopts heuristic methods to select demonstrations. Several studies employ a *k*-NN based retriever to select examples that are semantically relevant to the query [[213,](#_bookmark245) [214].](#_bookmark246) However, they perform the selection individually for each example, rather than evaluating the example set as a whole. To resolve this issue, diversity- based selection strategies are proposed to choose the most representative set of examples for specific tasks [[215,](#_bookmark247) [216].](#_bookmark248) Furthermore, in [[217],](#_bookmark249) both relevance and diversity are taken into consideration when selecting demonstrations.

*•*

*LLM-based approaches.* Another line of work selects demonstrations by making use of LLMs. For example, LLMs can be utilized to directly measure the informativeness of each example according to the performance gain after adding the example [[218].](#_bookmark250) Besides, EPR [[219]](#_bookmark251) proposes a two-stage retrieval approach that first recalls similar ex- amples with an unsupervised method (*e.g.,* BM25) and then ranks them using a dense retriever (trained with positive and negative examples labeled by LLMs). As an

*•*

alternative approach, the task of demonstration selection can be formulated into a RL problem, where LLMs serve as the reward function to provide feedback for training the policy model [[220].](#_bookmark252) Since LLMs perform well for text annotation [[221],](#_bookmark253) some recent studies employ LLM itself as the demonstration generator without human interven- tion [[222,](#_bookmark254) [223].](#_bookmark255)

To summarize, as discussed in [[224],](#_bookmark256) the selected demon- stration examples in ICL should contain sufficient informa- tion about the task to solve as well as be relevant to the test query, for the above two selection approaches.

**Demonstration Format.** After selecting task examples, the next step is to integrate and format them into a natural language prompt for LLMs. A straightforward method is to instantiate a pre-defined template with the corresponding input-output pairs [[36].](#_bookmark75) To construct more informative tem- plates, recent studies consider adding task descriptions [[81]](#_bookmark117) or enhancing the reasoning capability of LLMs with chain- of-thought prompts [[33].](#_bookmark72) For instance, in [[186],](#_bookmark219) the authors collect a large-scale dataset with task descriptions written by humans. After tuning with this dataset, the performance on seen tasks can be boosted, and LLMs can also generalize to unseen tasks to some extent. To reduce the annotation costs, a semi-automated approach has been proposed in [[197]](#_bookmark230) by employing a seed set consisting of human-written task descriptions to guide LLMs to generate task descriptions for new tasks. Since it is costly to manually annotate demonstration formats for different tasks, some work also studies how to automatically generate high-quality ones. As two representative methods, Auto-CoT [[225]](#_bookmark257) leverages LLMs with the zero-shot prompt “*Let’s think step by step*” for generating intermediate reasoning steps, while least-to- most prompting [[226]](#_bookmark258) first queries LLMs to perform prob- lem decomposition and then utilizes LLMs to sequentially solve sub-problems based on the intermediate answers to previously solved ones.

**Demonstration Order.** LLMs are shown to sometimes suffer

from the recency bias, *i.e.,* they are prone to repeat answers that are near the end of demonstrations [[212].](#_bookmark244) Thus, it is important to arrange demonstrations (*i.e.,* task examples) in a reasonable order. Early work proposes several heuris- tic methods to quickly find a good order. For example, demonstrations can be directly organized according to their similarity to the query in the embedding space [[213]:](#_bookmark245) the more similar, the closer to the end. Besides, global and local entropy metrics can be used to score different demonstra- tion orders [[211].](#_bookmark243) To integrate more task information, some recent studies propose to minimize the code length required to compress and transmit task labels, which is inspired by information theory [[227].](#_bookmark259) However, these methods need additional labeled data as the validation set to evaluate the performance of specific demonstration orders. To eliminate this need, the authors in [[211]](#_bookmark243) propose to sample the valida- tion data from the LLM itself.

* + 1. *Underlying Mechanism*

After pre-training, LLMs can exhibit intriguing ICL capabil- ity without being updated. In what follows, we discuss two key questions about the ICL ability of LLMs, *i.e.,* “*how does pre-training affect the ICL ability*” and “*how do LLMs perform ICL during inference*”.

**How Pre-Training Affects ICL?** ICL is first proposed in GPT-3 [[55],](#_bookmark91) and it has shown that the ICL ability becomes more significant with a larger model size. While, some studies reveal that small-scale PLMs can also demonstrate a strong ICL ability with specially designed training tasks (*e.g.,* learning to predict the label with task examples and the query as the input), and may even surpass larger mod- els [[228].](#_bookmark260) It suggests that the design of training tasks is an important influence factor of the ICL capability of LLMs. Besides training tasks, recent studies have also investigated the relationship between ICL and the pre-training cor- pora [[224,](#_bookmark256) [229,](#_bookmark261) [230].](#_bookmark262) It has been shown that the performance of ICL heavily depends on the source of pre-training corpora rather than the scale [[230].](#_bookmark262) Another study [[229]](#_bookmark261) provides an in-depth analysis of the impact of training data distribution. They find that ICL emerges when the training data can be clustered into numerous infrequent classes, instead of being uniformly distributed. Furthermore, the authors in [[224]](#_bookmark256) theoretically explain ICL as the product of pre-training on documents that exhibit long-range coherence.

**How LLMs Perform ICL?** At the inference stage, researchers focus on analyzing how the ICL capability operates based on given demonstrations since no explicit learning or up- dating is involved. They typically analyze from the per- spective of gradient descent and consider ICL as implicit fine-tuning [[60,](#_bookmark96) [231].](#_bookmark263) Under this framework, the ICL process can be explained as follows: by means of forward computa- tion, LLMs generate meta-gradients with respect to demon- strations and implicitly perform gradient descent via the attention mechanism. Experiments also show that certain attention heads in LLMs are capable of performing task- agnostic atomic operations (*e.g.,* copying and prefix match- ing), which are closely related to the ICL ability [[232,](#_bookmark264) [233].](#_bookmark265) To further explore the working mechanism of ICL, some studies abstract ICL as an algorithm learning process [[234–](#_bookmark266) [236].](#_bookmark268) Specifically, the authors in [[235]](#_bookmark267) find that LLMs es-

sentially encode implicit models through their parameters during pre-training. With the examples provided in ICL, LLMs can implement learning algorithms such as gradient descent or directly compute the closed-form solution to update these models during forward computation. Under this explanation framework, it has been shown that LLMs can effectively learn simple linear functions and even some complex functions like decision trees with ICL [[234–236].](#_bookmark268)

## Chain-of-Thought Prompting

Chain-of-Thought (CoT) [[33]](#_bookmark72) is an improved prompting strategy to boost the performance of LLMs on complex reasoning tasks, such as arithmetic reasoning [[237–239],](#_bookmark271) commonsense reasoning [[240,](#_bookmark272) [241],](#_bookmark273) and symbolic reason- ing [[33].](#_bookmark72) Instead of simply constructing the prompts with input-output pairs as in ICL, CoT incorporates intermediate reasoning steps that can lead to the final output into the prompts. In the following, we will elaborate on the usage of CoT with ICL and discuss when and why CoT prompting works.

* + 1. *In-context Learning with CoT*

Typically, CoT can be used with ICL in two major settings, namely the few-shot and zero-shot settings, as introduced below.

**Few-shot CoT.** Few-shot CoT is a special case of ICL, which augments each demonstration *input, output* as *input, CoT, output* by incorporating the CoT reasoning steps. To apply this strategy, we next discuss two key issues, *i.e.,* how to design appropriate CoT prompts and how to utilize the generated CoTs for deriving the final answer.

*)*

*( ) (*

*CoT prompt design.* It is critical to design appropriate CoT prompts for effectively eliciting the complex reasoning ability of LLMs. As a direct approach, it is shown that using diverse CoTs (*i.e.,* multiple reasoning paths for each problem) can effectively enhance their performance [[242].](#_bookmark274) Another intuitive idea is that prompts with more complex reasoning paths are more likely to elicit the reasoning ability of LLMs [[243],](#_bookmark275) which can result in higher accuracy in generating correct answers. However, both of these two approaches rely on annotated CoT datasets, which limits their use in practice. To overcome this limitation, Auto- CoT [[244]](#_bookmark276) proposes to utilize Zero-shot-CoT [[225]](#_bookmark257) (detailed in the following part “*Zero-shot CoT*”) to generate CoT rea- soning paths by specially prompting LLMs, thus eliminating manual efforts. In order to boost the performance, Auto-CoT further divides the questions in the training set into different clusters and then chooses the questions that are closest to the centroid of each cluster, which is supposed to well represent the questions in the training set. Although few-shot CoT can be considered as a special prompt case in ICL, the ordering of demonstrations seems to have a relatively small impact compared to the standard prompt in ICL: reordering the demonstrations only results in a performance variation of less than 2% in most tasks [[33].](#_bookmark72)

*•*

*Enhanced CoT strategies.* Besides enriching the contex- tual information, CoT prompting also provides more op- tions to infer the answer given a question. Existing studies mainly focus on generating multiple reasoning paths, and

*•*

try to find a consensus among the derived answers [[245–](#_bookmark277) [247].](#_bookmark279) For instance, *self-consistency* [[245]](#_bookmark277) is proposed as a new decoding strategy when generating CoT and the final answer. It first generates several reasoning paths and then takes an ensemble over all the answers (*e.g.,* selecting the most consistent answer by voting among these paths). Self- consistency boosts the performance in CoT reasoning by a large margin, and can even improve some tasks where CoT prompting is usually worse than standard promoting (*e.g.,* closed-book question answering and natural language inference). Further, the authors in [[246]](#_bookmark278) expand the self- consistency strategy to a more general framework, and they find that diverse reasoning paths are the key to the perfor- mance improvement in CoT reasoning. The above methods can be easily integrated into CoT prompting to enhance the performance without additional training. In contrast, other studies train a scoring model to measure the reliability of the generated reasoning paths [[242]](#_bookmark274) or continually train LLMs on the reasoning paths generated by themselves [[248,](#_bookmark280) [249]](#_bookmark281) to improve the performance.

**Zero-shot CoT.** Different from few-shot CoT, zero-shot CoT does not include human-annotated task demonstrations in the prompts. Instead, it directly generates reasoning steps and then employs the generated CoTs to derive the answers. Zero-shot CoT is first proposed in [[225],](#_bookmark257) where the LLM is first prompted by “*Let’s think step by step*” to generate reasoning steps and then prompted by “*Therefore, the answer is*” to derive the final answer. They find that such a strategy drastically boosts the performance when the model scale exceeds a certain size, but is not effective with small-scale models, showing a significant pattern of emergent abilities. In order to unlock the CoT ability on more tasks, Flan-T5 and Flan-PaLM [[81]](#_bookmark117) further perform instruction tuning on CoT annotations and the zero-shot performance on unseen tasks has been improved.

* + 1. *Further Discussion on CoT*

In this part, we present discussions regarding two funda- mental questions related to CoT, *i.e.,* “*when does CoT work for LLMs*” and “*why can LLMs perform CoT reasoning*”.

**When CoT works for LLMs?** Since CoT is an emergent abil- ity [[31],](#_bookmark70) it only has a positive effect on sufficiently large mod- els (*e.g.,* typically containing 10B or more parameters [[33])](#_bookmark72) but not on small models. Moreover, since CoT augments the standard prompting with reasoning steps, it is mainly effective to improve the tasks that require step-by-step reasoning [[33],](#_bookmark72) such as arithmetic reasoning, commonsense reasoning, and symbolic reasoning. Whereas, for other tasks that do not rely on complex reasoning, it might show worse performance than standard prompting [[246],](#_bookmark278) *e.g.,* MNLI- m/mm, SST-2, and QQP from GLUE [[250].](#_bookmark282) Interestingly, it seems that the performance gain brought by CoT prompting could be significant only when standard prompting yields poor results [[33].](#_bookmark72)

**Why LLMs Can Perform CoT Reasoning?** As the second question, we discuss the underlying mechanism of CoT in the following two aspects.

*The source of CoT ability*. Regarding the source of CoT capability, it is widely hypothesized that it can be attributed

*•*

to training on code since models trained on it show a strong reasoning ability [[47,](#_bookmark84) [251].](#_bookmark283) Intuitively, code data is well orga- nized with algorithmic logic and programming flow, which may be useful to improve the reasoning performance of LLMs. However, this hypothesis still lacks publicly reported evidence of ablation experiments with and without training on code. Besides, instruction tuning seems not to be the key to obtaining the CoT ability, since it has been empirically shown that instruction tuning on non-CoT data does not improve the performance on held-out CoT benchmarks [[81].](#_bookmark117) *The effect of prompting components*. The major distinction between CoT prompting and standard prompting is the incorporation of reasoning paths prior to the final answer. Thus, some researchers investigate the effect of different components in the reasoning paths. Specifically, a recent study identifies three key components in CoT prompting, namely *symbols* (*e.g.,* numerical quantities in arithmetic rea- soning), *patterns* (*e.g.,* equations in arithmetic reasoning), and *text* (*i.e.,* the rest of tokens that are not symbols or patterns) [[252].](#_bookmark284) It is shown that the latter two parts (*i.e.,* pat- terns and text) are essential to the model performance, and removing either one would lead to a significant performance drop. However, the correctness of symbols and patterns does not seem critical. Further, there exists a symbiotic relationship between text and patterns: the text helps LLMs to generate useful patterns, and patterns aid LLMs to under-

stand tasks and generate texts that help solve them [[252].](#_bookmark284)

*•*

In summary, CoT prompting provides a general yet flexible approach to eliciting the reasoning ability of LLMs. There are also some preliminary attempts that extend this technique to solve multimodal tasks [[253]](#_bookmark285) and multilingual tasks [[254].](#_bookmark286) In addition to directly utilizing LLMs with ICL and CoT, some recent studies explore how to specialize the ability of LLMs towards specific tasks [[255–257],](#_bookmark288) which is called *model specialization* [[258].](#_bookmark289) For example, the researchers in [[258]](#_bookmark289) specialize the ability of mathematical reasoning from LLMs through fine-tuning the small-scale Flan-T5 [[81]](#_bookmark117) on CoT reasoning paths generated by LLMs. Model spe- cialization can also be applied to solve a variety of tasks like question answering [[259],](#_bookmark290) code synthesis [[260],](#_bookmark291) and information retrieval [[261].](#_bookmark292)

1. **CAPACITY EVALUATION**

To examine the effectiveness and superiority of LLMs, a surge of tasks and benchmarks have been leveraged for conducting empirical evaluation and analysis. We first intro- duce three types of basic evaluation tasks of LLMs for lan- guage generation and understanding, then present several advanced tasks of LLMs with more complicated settings or goals, and finally discuss existing benchmarks and empirical analyses.

## Basic Evaluation Tasks

In this part, we mainly focus on three types of evaluation tasks for LLMs, *i.e.,* language generation, knowledge uti- lization, and complex reasoning. It is noted that we do not intend to have complete coverage of all the related tasks, but instead only focus on the most widely discussed or studied tasks for LLMs. Next, we introduce these tasks in detail.

TABLE 6

Basic evaluation tasks and corresponding representative datasets of LLMs.

**Task Dataset**

Language Modeling Penn Treebank [[262],](#_bookmark293) WikiText-103 [[263],](#_bookmark294) the Pile [[108],](#_bookmark144) LAMBADA [[147]](#_bookmark181)

WMT’14,16,19,20,21,22 [[264–269],](#_bookmark296) Flores-101 [[270],](#_bookmark297) DiaBLa [[271],](#_bookmark298)

Language Generation

Conditional Text Generation

CNN/DailyMail [[272],](#_bookmark299) XSum [[273],](#_bookmark300) WikiLingua [[274],](#_bookmark301) OpenDialKG [[275]](#_bookmark302)

SuperGLUE [[276],](#_bookmark303) MMLU [[277],](#_bookmark304) BIG-bench Hard [[278],](#_bookmark305) CLUE [[279]](#_bookmark306)

APPS [[280],](#_bookmark307) HumanEval [[87],](#_bookmark123) MBPP [[133],](#_bookmark167) CodeContest [[94],](#_bookmark130) MTPB [[76],](#_bookmark112)

Code Synthesis

DS-1000 [[281],](#_bookmark308) ODEX [[282]](#_bookmark309)

Natural Questions [[283],](#_bookmark310) ARC [[284],](#_bookmark311) TruthfulQA [[285],](#_bookmark312) Web Questions [[286],](#_bookmark313)

Closed-Book QA

TriviaQA [[287],](#_bookmark314) PIQA [[288],](#_bookmark315) LC-quad2.0 [[289],](#_bookmark316) GrailQA [[290],](#_bookmark317) KQApro [[291],](#_bookmark318)

CWQ [[292],](#_bookmark319) MKQA [[293],](#_bookmark320) ScienceQA [[294]](#_bookmark321)

Knowledge Utilization

Natural Questions [[283],](#_bookmark310) OpenBookQA [[295],](#_bookmark322) ARC [[284],](#_bookmark311) Web Questions [[286],](#_bookmark313)

Open-Book QA TriviaQA [[287],](#_bookmark314) PIQA [[288],](#_bookmark315) MS MARCO [[296],](#_bookmark323) QASC [[297],](#_bookmark324) SQuAD [[298],](#_bookmark325)

WikiMovies [[299]](#_bookmark326)

WikiFact [[300],](#_bookmark327) FB15k-237 [[301],](#_bookmark328) Freebase [[302],](#_bookmark329) WN18RR [[303],](#_bookmark330) WordNet [[304],](#_bookmark331)

Knowledge Completion

LAMA [[305],](#_bookmark332) YAGO3-10 [[306],](#_bookmark333) YAGO [[307]](#_bookmark334)

CSQA [[240],](#_bookmark272) StrategyQA [[241],](#_bookmark273) ARC [[284],](#_bookmark311) BoolQ [[308],](#_bookmark335) PIQA [[288],](#_bookmark315) SIQA [[309],](#_bookmark336)

Knowledge Reasoning

HellaSwag [[310],](#_bookmark337) WinoGrande [[311],](#_bookmark338) OpenBookQA [[295],](#_bookmark322) COPA [[312],](#_bookmark339)

ScienceQA [[294],](#_bookmark321) proScript [[313],](#_bookmark340) ProPara [[314],](#_bookmark341) ExplaGraphs [[315],](#_bookmark342)

ProofWriter [[316],](#_bookmark343) EntailmentBank [[317],](#_bookmark344) ProOntoQA [[318]](#_bookmark345)

Complex Reasoning

CoinFlip [[33],](#_bookmark72) ReverseList [[33],](#_bookmark72) LastLetter [[33],](#_bookmark72) Boolean Assignment [[319],](#_bookmark346) Symbolic Reasoning Parity [[319],](#_bookmark346) Colored Object [[320],](#_bookmark347) Penguins in a Table [[320],](#_bookmark347)

Repeat Copy [[68],](#_bookmark104) Object Counting [[68]](#_bookmark104)

MATH [[277],](#_bookmark304) GSM8k [[237],](#_bookmark269) SVAMP [[238],](#_bookmark270) MultiArith [[321],](#_bookmark348) ASDiv [[239],](#_bookmark271)

Mathematical Reasoning

MathQA [[322],](#_bookmark349) AQUA-RAT [[323],](#_bookmark350) MAWPS [[324],](#_bookmark351) DROP [[325],](#_bookmark352) NaturalProofs [[326],](#_bookmark353)

PISA [[327],](#_bookmark354) miniF2F [[328],](#_bookmark355) ProofNet [[329]](#_bookmark356)

* + 1. *Language Generation*

According to the task definition, existing tasks about lan- guage generation can be roughly categorized into language modeling, conditional text generation, and code synthesis tasks. Note that code synthesis is not a typical NLP task, we include it for discussion because it can be directly solved by most LLMs (trained on code data) in a similar generation approach as natural language text.

**Language Modeling.** As the most fundamental ability of LLMs, *language modeling* aims to predict the next token based on the previous tokens [[15],](#_bookmark55) which mainly focuses on the capacity of basic language understanding and gen- eration. For evaluating such an ability, typical language modeling datasets that existing work uses include Penn Treebank [[262],](#_bookmark293) WikiText-103 [[263],](#_bookmark294) and the Pile [[108],](#_bookmark144) where the metric of *perplexity* is commonly used for evaluating the model performance under the zero-shot setting. Empirical studies [[55,](#_bookmark91) [80]](#_bookmark116) show that LLMs bring substantial per- formance gains over the previous state-of-the-art methods on these evaluation datasets. To better test the modeling capacity of long-range dependencies in text, the LAMBADA dataset [[147]](#_bookmark181) has been introduced, where LLMs are required to predict the last word of sentences based on a paragraph of context. Then, the accuracy and perplexity of the predicted last words are employed to evaluate LLMs. As shown in existing work, the performance on the language modeling tasks typically follows the scaling law [[30],](#_bookmark69) which means that scaling language models would improve the accuracy and reduce the perplexity.

**Conditional Text Generation.** As an important topic in language generation, conditional text generation [[48]](#_bookmark85) fo-

cuses on generating texts satisfying specific task demands based on the given conditions, typically including machine translation [[330],](#_bookmark357) text summarization [[331],](#_bookmark358) and question answering [[332].](#_bookmark359) To measure the quality of the generated text, automatic metrics (*e.g.,* Accuracy, BLEU [[333],](#_bookmark360) and ROUGE [[334])](#_bookmark361) and human ratings have been typically used for evaluating the performance. Due to the powerful lan- guage generation capabilities, LLMs have achieved remark- able performance on existing datasets and benchmarks, even surpassing human performance (on test datasets). For instance, given only 32 examples as the input, GPT-3 with in-context learning can outperform a full-data fine-tuned BERT-Large on the average score of SuperGLUE [[276];](#_bookmark303) on MMLU, a 5-shot Chinchilla [[34]](#_bookmark73) nearly doubles the average accuracy of human raters, and GPT-4 [[46]](#_bookmark83) in 5-shot set- ting further achieves the state-of-the-art performance which yields more than 10% improvement in average accuracy compared to the previous best model. Thus, it raises serious concern about whether existing benchmarks for conditional text generation tasks can appropriately evaluate and reflect the capability of LLMs. Considering this issue, researchers try to make new evaluation benchmarks (*e.g.,* BIG-bench Hard [[278])](#_bookmark305) by collecting currently unsolvable tasks (*i.e.,* the task on which LLMs fail to perform well) or creating more challenging tasks, *e.g.,* super-long text generation [[335].](#_bookmark362) Moreover, recent studies also find that the automatic met- rics may underestimate the generation quality of LLMs. In OpenDialKG [[275],](#_bookmark302) ChatGPT underperforms a fine-tuned GPT-2 on BLEU and ROUGE-L metrics, while earning more favor from human judgment [[336].](#_bookmark363) Therefore, more efforts need to be devoted to developing new metrics that are more aligned with human judgment.

**Code Synthesis.** Besides generating high-quality natural language, existing LLMs also show strong abilities to gen- erate formal language, especially computer programs (*i.e.,* code) that satisfy specific conditions, called *code synthe- sis* [[337].](#_bookmark364) Unlike natural language generation, as the gen- erated code can be directly checked by execution with cor- responding compilers or interpreters, existing work mostly evaluates the quality of the generated code from LLMs by calculating the pass rate against the test cases, *i.e.,* pass@*k*[17](#_bookmark38). Recently, several code benchmarks focusing on functional correctness are proposed to assess the code synthesis abil- ities of LLMs, such as APPS [[280],](#_bookmark307) HumanEval [[87],](#_bookmark123) and MBPP [[133].](#_bookmark167) Typically, they consist of diverse program- ming problems, with text specification and test cases for correctness checking. To improve such an ability, it is key to fine-tuning (or pre-training) LLMs on code data, which can effectively adapt LLMs to code synthesis tasks [[76].](#_bookmark112) Be- sides, existing work has proposed new strategies to generate code, *e.g.,* sampling multiple candidate solutions [[133]](#_bookmark167) and planning-guided decoding [[338],](#_bookmark365) which can be considered as the imitation of bug-fixing and code-planning processes by programmers. Impressively, LLMs have recently shown competitive performance with humans by achieving a rank- ing of the top 28% among users on the programming contest platform Codeforces [[94].](#_bookmark130) Further, GitHub Copilot has been released to assist programming in coding IDEs (*e.g.,* Visual Studio and JetBrains IDEs), which can support a variety of languages including Python, JavaScript, and Java. A viewpoint article entitled “*The End of Programming*” [[339]](#_bookmark366) in Communications of the ACM has discussed the impact of AI programming in the field of computer science, emphasizing an important shift towards the highly adaptive LLM as a new atomic unit of computation.

**Major Issues.** Although LLMs have achieved splendid per- formance in generating human-like text, they are susceptible to suffering from two major issues in language generation as discussed below.

*Controllable generation*. For LLMs, the mainstream way to generate texts under given conditions is through the use of natural language instructions or prompts. Despite the simplicity, such a mechanism poses significant challenges in terms of exerting fine-grained or structural constraints over the generated outputs of these models. Existing work [[41]](#_bookmark79) shows that, when generating texts with complex constraints on their structures, LLMs can handle *local planning* (*e.g.,* in- teractions between proximal sentences) very well but might struggle with *global planning* (*i.e.,* long-range relatedness). For example, to generate a complex long passage with sev- eral paragraphs, it is still difficult to directly ensure specific text structure (*e.g.,* the order of concepts and the logical flow), considering the whole text. This case will become even more challenging for generation tasks that require formal rules or grammar, *e.g.,* code synthesis. To tackle this issue, a potential solution is to extend the one-pass genera- tion into the iterative prompting of LLMs. This simulates the human writing process to break down language generation into multiple steps such as planning, drafting, rewriting, and editting [[335].](#_bookmark362) Several studies have proven that iterative

*•*

1. Given *k* programs generated by the LLM, pass@*k* is computed as 1 when at least one program passes all test cases, or else 0

prompting can elicit relevant knowledge to achieve better performance in sub-tasks [[340,](#_bookmark367) [341].](#_bookmark368) In essence, chain-of- thought prompting has utilized the idea of decomposing complex tasks into multi-step reasoning chains. Besides, the safety control of generated texts is also important for practical deployment. It has been shown that LLMs may generate texts that contain sensitive information or offensive expressions [[46].](#_bookmark83) Although the RLHF algorithm [[61]](#_bookmark97) can alleviate this problem to some extent, it still relies on con- siderable human-labeled data for tuning LLMs, without an objective optimization goal to follow. Thus, it is imperative to explore effective methods to overcome these limitations and enable safer control over the outputs of LLMs.

*Specialized generation*. Although LLMs have learned general language patterns to generate coherent text, their proficiency in generation might be constrained when deal- ing with a specialized domain or task. For instance, a language model that has been trained on general web articles may face challenges when generating a medical report which involves many medical jargon and methods. Intuitively, domain knowledge should be critical for model specialization. Whereas, it is not easy to inject such special- ized knowledge into LLMs. As discussed in recent analy- ses [[47,](#_bookmark84) [342],](#_bookmark369) when LLMs are trained to exhibit some specific ability that allows them to excel in some areas, they might struggle in others. Such an issue is related to *catastrophic forgetting* [[343,](#_bookmark370) [344]](#_bookmark371) in training neural networks, which refers to the conflict phenomenon of integrating new and old knowledge. Similar cases also occur in human alignment of LLMs, where “*alignment tax*” [[61]](#_bookmark97) (*e.g.,* a potential loss in the in-context learning ability) has to be paid for aligning to human values and needs. Therefore, it is important to develop effective model specialization methods that can flexibly adapt LLMs to various task scenarios, meanwhile retaining the original abilities as possible.

*•*

* + 1. *Knowledge Utilization*

Knowledge utilization is an important ability of intelligent systems to accomplish knowledge-intensive tasks (*e.g.,* com- monsense question answering and fact completion) based on supporting factual evidence. Concretely, it requires LLMs to properly utilize the rich factual knowledge from the pre- training corpus or retrieve external data when necessary. In particular, question answering (QA) and knowledge com- pletion have been two commonly used tasks for evaluating this ability. According to the test tasks (question answering or knowledge completion) and evaluation settings (*with* or *without* external resources), we categorize existing knowl- edge utilization tasks into three types, namely closed-book QA, open-book QA[18](#_bookmark39), and knowledge completion.

**Closed-Book QA.** Closed-book QA tasks [[345]](#_bookmark372) test the acquired factual knowledge of LLMs from the pre-training corpus, where LLMs should answer the question only based on the given context without using external resources. For

1. In this part, open-book QA refers to the QA tasks that require to extract and utilize useful information from external knowledge resources, as the antithesis of closed-book QA (only using the encoded information from pre-training corpus). Note that there is a dataset also named OpenBookQA [[295],](#_bookmark322) which follows the settings of open-book QA tasks by extracting and utilizing external science facts.
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Bob‘s wife is Amy. Bob’s daughter is Cindy. Who is Cindy to Amy?
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Explain RLHF for LLMs.
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Cindy is Amy‘s daughter-in-law.

RLHF stands for "Rights, Limitations, Harms, and Freedoms" and is a framework for …… models like LLMs (Large Language Models).

* 1. Intrinsic hallucination (b) Extrinsic hallucination

Fig. 7. Examples of intrinsic and extrinsic hallucination for a public LLM (access date: March 19, 2023). As an example of intrinsic hallucination, the LLM gives a conflicting judgment about the relationship between Cindy and Amy, which contradicts the input. For extrinsic hallucination, in this example, the LLM seems to have an incorrect understanding of the meaning of RLHF (reinforcement learning from human feedback), though it can correctly understand the meaning of LLMs (in this context).

evaluating this ability, there are several datasets that can [be leveraged, including Natural Questions [283],](#_bookmark310) Web Ques- tions [[286],](#_bookmark313) and TriviaQA [[287],](#_bookmark314) where the accuracy metric is widely adopted. Empirical results have revealed that LLMs can perform well in this setting and even match the per- formance of state-of-the-art open-domain QA systems [[56].](#_bookmark92) Besides, the performance of LLMs on closed-book QA tasks also shows a scaling law pattern in terms of both model size and data size: scaling the parameters and training tokens can increase the capacity of LLMs and help them learn (or memorize) more knowledge from the pre-training data [[56].](#_bookmark92) Further, under a similar parameter scale, LLMs with more pre-training data relevant to the evaluated tasks would achieve better performance [[70].](#_bookmark106) Besides, the closed-book QA setting also provides a testbed for probing the accuracy of the factual knowledge encoded by LLMs. However, as shown in existing work [[55],](#_bookmark91) LLMs might perform less well on QA tasks relying on fine-grained knowledge, even when it exists in the pre-training data.

**Open-Book QA.** Unlike closed-book QA, in open-book QA tasks, LLMs can extract useful evidence from the external knowledge base or document collections, and then answer the question based on the extracted evidence [[346–349].](#_bookmark374) Typ- ical open-book QA datasets (*e.g.,* Natural Questions [[283],](#_bookmark310) OpenBookQA [[295],](#_bookmark322) and SQuAD [[298])](#_bookmark325) have overlaps with closed-book QA datasets, but they incorporate external data sources, *e.g.,* Wikipedia. The metrics of accuracy and F1 score are widely used in open-book QA tasks for evaluation. To select relevant knowledge from external resources, LLMs are often paired with a text retriever (or even a search engine), which is trained independently or jointly with LLMs [[70,](#_bookmark106) [346,](#_bookmark373) [350]](#_bookmark375) In evaluation, existing studies mainly focus on testing how LLMs utilize the extracted knowledge to answer the question and show that the retrieved evi- dence can largely improve the accuracy of the generated

answers, even enabling a smaller LLM to outperform 10

*×*

larger ones [[346,](#_bookmark373) [350].](#_bookmark375) Besides, open-book QA tasks can

also evaluate the recency of knowledge information. Pre- training or retrieving from outdated knowledge resources may cause LLMs to generate incorrect answers for time- sensitive questions [[346].](#_bookmark373)

**Knowledge Completion.** In knowledge completion tasks, LLMs might be (to some extent) considered as a knowledge

base [[305],](#_bookmark332) which can be leveraged to complete or predict the missing parts of knowledge units (*e.g.,* knowledge triples). Such tasks can probe and evaluate *how much* and *what kind of* knowledge LLMs have learned from the pre-training data. Existing knowledge completion tasks can be roughly divided into knowledge graph completion tasks (*e.g.,* FB15k- 237 [[301]](#_bookmark328) and WN18RR [[303])](#_bookmark330) and fact completion tasks (*e.g.,* WikiFact [[300]),](#_bookmark327) which aim to complete the triples from a knowledge graph and incomplete sentences about specific facts, respectively. Empirical studies have revealed that it is difficult for existing LLMs to accomplish knowledge completion tasks in specific domains [[251].](#_bookmark283) As shown in the evaluation results on WikiFact, LLMs perform well on several frequent relations that occur in the pre-training data (*e.g.,* currency and author), while not well on rare ones (*e.g.,* discoverer\_or\_inventor and place\_of\_birth). Interestingly, under the same evaluation settings (*e.g.,* in- context learning), InstructGPT (*i.e.,* text-davinci-002) outperforms GPT-3 in all subsets of WikiFact. It indicates that instruction tuning is helpful for LLMs to accomplish knowledge completion tasks.

**Major Issues**. Although LLMs have achieved key progress in capturing and utilizing knowledge information, they suffer from two major issues as discussed below.

*Hallucination*. In generating factual texts, a challenging issue is *hallucination generations* [[336],](#_bookmark363) where the generated information is either in conflict with the existing source (*intrinsic hallucination*) or cannot be verified by the available source (*extrinsic hallucination*), which are illustrated with two examples in Figure [7.](#_bookmark40) Hallucination widely occurs in existing LLMs, even the most superior LLMs such as GPT- 4 [[46].](#_bookmark83) In essence, LLMs seem to “unconsciously” utilize the knowledge in task solving, which still lack an ability to accurately control the use of intrinsic or external knowledge. Hallucination would mislead LLMs to generate undesired outputs and mostly degrade the performance, leading to potential risks when deploying LLMs in real-world ap- plications. To alleviate this problem, the alignment tuning strategies (as discussed in Section [5.2)](#_bookmark30) have been widely utilized in existing works [[61],](#_bookmark97) which rely on tuning LLMs on high-quality data or using human feedback. For the eval- uation of the hallucination problem, a set of hallucination detection tasks have been proposed, *e.g.,* TruthfulQA [[285],](#_bookmark312) for detecting human falsehood mimicked by models.

*•*

*Knowledge recency*. As another major challenge, LLMs would encounter difficulties when solving tasks that require the latest knowledge beyond the training data. To tackle this issue, a straightforward approach is to regularly update LLMs with new data. However, it is very costly to fine-tune LLMs, and also likely to cause the catastrophic forgetting issue when incrementally training LLMs. Therefore, it is necessary to develop efficient and effective approaches that can integrate new knowledge into existing LLMs, making them up-to-date. Existing studies have explored how to utilize the external knowledge source (*e.g.,* search engine) to complement LLMs, which can be either jointly optimized with LLMs [[346]](#_bookmark373) or used as a plug-and-play module [[351].](#_bookmark376) For instance, ChatGPT utilizes a retrieval plugin to access up-to-date information sources [[352].](#_bookmark377) By incorporating the extracted relevant information into the context [[353,](#_bookmark378) [354],](#_bookmark379) LLMs can acquire new factual knowledge and perform better on relevant tasks. However, such an approach seems to be still at a superficial level. It has been revealed that it is difficult to directly amend intrinsic knowledge or inject specific knowledge into LLMs, which remains an open research problem [[355,](#_bookmark380) [356].](#_bookmark381)

*•*

* + 1. *Complex Reasoning*

Complex reasoning refers to the ability of understanding and utilizing supporting evidence or logic to derive con- clusions or make decisions [[51,](#_bookmark88) [52].](#_bookmark89) According to the type of involved logic and evidence in the reasoning process, we consider dividing existing evaluation tasks into three major categories, namely knowledge reasoning, symbolic reasoning, and mathematical reasoning.

**Knowledge Reasoning.** The knowledge reasoning tasks rely on logical relations and evidence about factual knowledge to answer the given question. Existing work mainly uses specific datasets to evaluate the reasoning capacity of the corresponding type of knowledge, *e.g.,* CSQA [[240]/StrategyQA](#_bookmark272) [[241]](#_bookmark273) for commonsense knowledge reasoning and ScienceQA [[294]](#_bookmark321) for science knowledge rea- soning. In addition to the accuracy of the predicted results, existing work [[294]](#_bookmark321) has also evaluated the quality of the generated reasoning process, via automatic metrics (*e.g.,* BLEU) or human evaluation. Typically, these tasks require LLMs to perform step-by-step reasoning based on factual knowledge, until reaching the answer to the given ques- tion. To elicit the step-by-step reasoning ability, chain-of- thought (CoT) prompting strategy [[33]](#_bookmark72) has been proposed for enhancing the complex reasoning capacity of LLMs. As discussed in Section [6.2,](#_bookmark37) CoT involves the intermediate reasoning steps, which can be manually created [[33]](#_bookmark72) or automatically generated [[357],](#_bookmark382) into the prompts to guide LLMs to perform multi-step reasoning. Such a way largely improves the reasoning performance of LLMs, leading to new state-of-the-art results on several complex knowledge reasoning tasks [[33,](#_bookmark72) [56,](#_bookmark92) [358].](#_bookmark383) Further, after reformulating knowledge reasoning tasks into code generation tasks, re- searchers have found that the performance of LLMs can be further improved [[136],](#_bookmark170) especially with the LLMs pre- trained on code. However, due to the complexity of knowl- edge reasoning tasks, the current performance of LLMs still lags behind human results [[33,](#_bookmark72) [56,](#_bookmark92) [359].](#_bookmark384) As one of the most

common mistakes, LLMs might generate inaccurate inter- mediate steps based on wrong factual knowledge, leading to a wrong final result. To address this issue, existing work has proposed special decoding or ensemble strategies to improve the accuracy of the whole reasoning chain [[197].](#_bookmark230) More recently, an empirical study [[358]](#_bookmark383) reveals that LLMs may have difficulty in explicitly inferring the commonsense knowledge required by a specific task, though they can successfully solve it. Further, it seems that leveraging self- generated knowledge is not beneficial for improving the reasoning performance.

**Symbolic Reasoning**[19](#_bookmark41)**.** The symbolic reasoning tasks mainly focus on manipulating the symbols in a formal rule setting to fulfill some specific goal [[51],](#_bookmark88) where the operations and rules may have never been seen by LLMs during pre- training. Existing work [[33,](#_bookmark72) [225,](#_bookmark257) [226]](#_bookmark258) commonly evaluates LLMs on the task of last letter concatenation and coin flip, where the evaluation examples require the same reasoning steps as the in-context examples (called *in-domain test*) or more steps (called *out-of-domain test*). For an example of the out-of-domain test, LLMs could only see the examples with two words in context, but it requires LLMs to concate- nate the last letters of three or more words. Typically, the accuracy of the generated symbols is adopted to evaluate the performance of LLMs on these tasks. Thus, LLMs need to understand the semantic relations among the symbolic operations and their composition in complex scenarios. However, under the out-of-domain setting, as LLMs have not seen the complex compositions of symbolic operations and rules (*e.g.,* twice the number of operations in context examples), it is hard for LLMs to capture their accurate meanings. To solve this issue, existing studies incorporate scratchpad [[319,](#_bookmark346) [360]](#_bookmark385) and tutor [[361]](#_bookmark386) strategies to help LLMs better manipulate symbolic operations, for generating longer and more complex reasoning processes. Another line of research work utilizes the formal programming language to represent the symbolic operations and rules, which requires LLMs to generate code and perform the reasoning process by executing it with external interpreters. Such a way can decompose the complex reasoning process into code synthesis and program execution for LLMs and interpreters, respectively, leading to a simplified reasoning process with yet more accurate results [[68].](#_bookmark104)

**Mathematical Reasoning.** The mathematical reasoning tasks need to comprehensively utilize mathematical knowl- edge, logic, and computation for solving problems or gen- erating proof statements. Existing mathematical reasoning tasks can be mainly categorized into math problem solving and automated theorem proving. For math problem solving tasks, SVAMP [[238],](#_bookmark270) GSM8k [[237],](#_bookmark269) and MATH [[277]](#_bookmark304) datasets are commonly used for evaluation, where LLMs need to generate accurate concrete numbers or equations to answer the mathematical problem. As these tasks also require multi- step reasoning, the chain-of-thought prompting strategy has been widely adopted for LLMs to improve the reasoning performance [[33].](#_bookmark72) As a practical strategy, continually pre-

1. Following [[33],](#_bookmark72) we mainly discuss symbolic reasoning tasks spe- cially designed for evaluating LLMs. We do not consider symbolic reasoning methods in traditional NLP tasks, such as deducing logical rules from the knowledge graphs in KBQA.

training LLMs on large-scale mathematical corpora can largely boost their performance on mathematical reason- ing tasks [[35,](#_bookmark74) [128,](#_bookmark164) [362].](#_bookmark387) Further, since math problems in different languages share the same mathematical logic, re- searchers also propose a multilingual math word problem benchmark [[254]](#_bookmark286) to evaluate the multilingual mathematical reasoning capacity of LLMs. As another challenging task, automated theorem proving (ATP) [[326,](#_bookmark353) [328,](#_bookmark355) [363]](#_bookmark388) requires the reasoning model to strictly follow the reasoning logic and mathematical skills. To evaluate the performance on this task, PISA [[327]](#_bookmark354) and miniF2F [[328]](#_bookmark355) are two typical ATP datasets with the success rate of proving as the evaluation metric. As a typical approach, existing work on ATP utilizes LLMs to aid the search for proofs using an interactive the- orem prover (ITP), such as Lean and Metamath [[364,](#_bookmark389) [365].](#_bookmark390) A major limitation of ATP research is the lack of related corpora in formal language. To tackle it, several studies utilize LLMs to convert informal statements into formal proofs for augmenting new data [[137]](#_bookmark171) or generate drafts and proof sketches to reduce the search space of the proofs [[366].](#_bookmark391)

**Major Issues.** In spite of the advancements, LLMs still have several limitations in solving complex reasoning tasks.

*Inconsistency*. With improved reasoning strategies (*e.g.,* CoT prompting), LLMs can solve some complex reasoning tasks, by performing step-by-step reasoning based on the supporting logic and evidence. Despite the effectiveness, the *inconsistency* issue often occurs in the decomposed reasoning process. Concretely, LLMs may generate the correct answer following an invalid reasoning path, or produce a wrong answer after correct reasoning [[33,](#_bookmark72) [367],](#_bookmark392) leading to inconsis- tency between the derived answer and the reasoning pro- cess. To alleviate this problem, existing work has proposed to guide the whole generation process of LLMs via external tools or models [[338],](#_bookmark365) or re-check the reasoning process and final answer for correcting them [[368].](#_bookmark393) As a promising solution, recent approaches reformulate the complex rea- soning tasks into code generation tasks, where the strict execution of the generated code ensures the consistency between the reasoning process and the outcome. Besides, it has been revealed that there might also exist inconsistency between tasks with similar inputs, where small changes in the task description may cause the model to produce different results [[49,](#_bookmark86) [238].](#_bookmark270) To mitigate this problem, the ensemble of multiple reasoning paths can be applied to enhance the decoding process of LLMs [[245].](#_bookmark277)

*•*

*Numerical computation*. For complex reasoning tasks, LLMs still face difficulties in the involved numerical com- putation, especially for the symbols that are seldom en- countered during pre-training, such as arithmetic with large numbers [[49,](#_bookmark86) [361].](#_bookmark386) To tackle this issue, a direct way is to tune LLMs on synthesis arithmetic problems [[369].](#_bookmark394) A surge of studies follow this approach and further improve the numerical computation performance by special training and inference strategies [[360],](#_bookmark385) *e.g.,* scratchpad tracing. Besides, existing work [[69]](#_bookmark105) has also incorporated external tools (*e.g.,* calculator), especially for handling arithmetic operations. More recently, ChatGPT has provided a plugin mechanism to use external tools [[352].](#_bookmark377) In this way, LLMs need to learn how to properly manipulate the tools. For this purpose, researchers have augmented the examples using tools (even

*•*

the LLM itself) for tuning the LLM [[69,](#_bookmark105) [370],](#_bookmark395) or devised in- structions and exemplars for in-context learning [[68].](#_bookmark104) While, these LLMs still rely on the text context to capture the semantic meanings of mathematical symbols (during the pre-training stage), which is not best suited for numerical computation in essence.

## Advanced Ability Evaluation

In addition to the above basic evaluation tasks, LLMs also exhibit some superior abilities that require special consider- ations for evaluation. In this part, we discuss several rep- resentative advanced abilities and the corresponding eval- uation approaches, including human alignment, interaction with the external environment, and tool manipulation. Next, we discuss these advanced abilities in detail.

* + 1. *Human Alignment*

It is desired that LLMs could well conform to human values and needs, *i.e.,* human alignment, which is a key ability for the broad use of LLMs in real-world applications.

To evaluate this ability, existing studies consider multiple criteria for human alignment, such as helpfulness, honesty, and safety [[46,](#_bookmark83) [201,](#_bookmark233) [202].](#_bookmark234) For helpfulness and honesty, adver- sarial question answering tasks (*e.g.,* TruthfulQA [[285])](#_bookmark312) can be utilized to examine LLM’s ability in detecting possible falsehood in the text [[46,](#_bookmark83) [70].](#_bookmark106) Furthermore, harmlessness can be also evaluated by several existing benchmarks, *e.g.,* CrowS-Pairs [[371]](#_bookmark396) and Winogender [[372].](#_bookmark397) Despite the auto- matic evaluation with the above datasets, human evaluation is still a more direct way to effectively test the human alignment ability of LLMs. OpenAI invites many experts in domains related to AI risks to evaluate and improve the behaviors of GPT-4 when encountering risky contents [[46].](#_bookmark83) Besides, for other aspects of human alignment (*e.g.,* truth- fulness), several studies propose to use specific instruc- tions and devise annotation rules to guide the annotation process [[70].](#_bookmark106) Empirical studies have revealed that these strategies can greatly improve the human alignment ability of LLMs [[202].](#_bookmark234) For instance, after alignment tuning on data collected through interactions with experts, the incorrect behavior rate of GPT-4 can be largely reduced when it deals with sensitive or disallowed prompts. In addition, high- quality pre-training data can reduce the effort required for alignment [[46].](#_bookmark83) For instance, Galactica is potentially more harmless due to the less biased contents in the scientific corpus [[35].](#_bookmark74)

* + 1. *Interaction with External Environment*

Besides standard evaluation tasks, LLMs have the ability to receive feedback from the external environment and perform actions according to the behavior instruction, *e.g.,* generating action plans in natural language to manipulate agents [[373,](#_bookmark398) [374].](#_bookmark399) Such an ability is also emergent in LLMs that can generate detailed and highly realistic action plans, while smaller models (*e.g.,* GPT-2) tend to generate shorter or meaningless plans [[373].](#_bookmark398)

To test this ability, several embodied AI benchmarks can be used for evaluation, described as follows. Virtual- Home [[375]](#_bookmark400) builds a 3D simulator for household tasks such as cleaning and cooking, in which the agent can execute

natural language actions generated by LLMs. ALFRED [[376]](#_bookmark401) includes more challenging tasks that require LLMs to ac- complish compositional targets. BEHAVIOR [[377]](#_bookmark402) focuses on rearrangement tasks in simulation environments and requires LLMs to generate complex solutions, *e.g.,* changing the internal status of objects. Based on the generated action plans from LLMs, existing work either adopts the regular metrics (*e.g.,* executability and correctness of the generated action plans) [[373]](#_bookmark398) in the benchmark or directly conducts real-world experiments and measures the success rate [[378],](#_bookmark403) to evaluate such ability. Existing work has shown the effec- tiveness of LLMs in interacting with the external environ- ment and generating accurate action plans [[379].](#_bookmark404) Recently, several improved methods have been proposed to enhance the interaction ability of LLMs, *e.g.,* designing code-like prompts [[380]](#_bookmark405) and providing real-world grounding [[378].](#_bookmark403)

* + 1. *Tool Manipulation*

When solving complex problems, LLMs can turn to external tools if they determine it is necessary. By encapsulating available tools with API calls, existing work has involved a variety of external tools, *e.g.,* search engine [[70],](#_bookmark106) calcula- tor [[69],](#_bookmark105) and compiler [[68],](#_bookmark104) to enhance the performance of LLMs on several specific tasks. Recently, OpenAI has sup- ported the use of plugins in ChatGPT [[352],](#_bookmark377) which can equip LLMs with broader capacities beyond language modeling. For example, the web browser plugin enables ChatGPT to access fresh information. Further, incorporating third- party plugins is particularly key for creating a prosperous ecosystem of applications based on LLMs.

To examine the ability of tool manipulation, existing work mostly adopts complex reasoning tasks for evaluation, such as mathematical problem solving (*e.g.,* GSM8k [[237]](#_bookmark269) and SVAMP [[238])](#_bookmark270) or open-book QA (*e.g.,* TruthfulQA [[285]),](#_bookmark312) where the successful utilization of tools is very important for enhancing the required skills that LLMs are incapable of (*e.g.,* numerical calculation). In this way, the evaluated performance on these tasks can reflect the ability of LLMs in tool manipulation. To teach LLMs to utilize tools, exist- ing studies add exemplars using tools in context to elicit LLMs [[68],](#_bookmark104) or fine-tune LLMs on simulated data about tool utilization [[69,](#_bookmark105) [370].](#_bookmark395) Existing work has found that with the help of tools, LLMs become more capable of handling the issues that they are not good at, *e.g.,* equation calculation and utilizing real-time information, and eventually improve the final performance [[69].](#_bookmark105)

*Summary*. The above three abilities are of great value to the practical performance of LLMs: conforming to human values and preferences (human alignment), acting properly in real-world scenarios (interaction with the external envi- ronment), and expanding the ability scope (tool manipu- lation). In addition to the above three advanced abilities, LLMs might also show other abilities that are specially related to some tasks (*e.g.,* data annotation [[221])](#_bookmark253) or learning mechanisms (*e.g.,* self-improvement [[249]).](#_bookmark281) It will be an open direction to discover, measure and evaluate these newly emerging abilities, so as to better utilize and improve LLMs.

## Public Benchmarks and Empirical Analysis

In the aforementioned parts, we have discussed the eval- uation tasks of LLMs and their corresponding settings.

Next, we will introduce existing evaluation benchmarks and empirical analyses for LLMs, which focus on exploring more comprehensive discussions from a general perspective.

* + 1. *Evaluation Benchmarks*

Recently, several comprehensive benchmarks [[251,](#_bookmark283) [277,](#_bookmark304) [320]](#_bookmark347) have been released for the evaluation of LLMs[20](#_bookmark42). In this part, we introduce several representative and widely used benchmarks, *i.e.,* MMLU, BIG-bench, and HELM.

*MMLU* [[277]](#_bookmark304) is a versatile benchmark for large-scale evaluation of multi-task knowledge understanding, cover- ing a wide range of knowledge domains from mathematics and computer science to humanities and social sciences. The difficulties of these tasks vary from basic to advanced. As shown in existing work, LLMs mostly outperform small models by a substantial margin on this benchmark [[35,](#_bookmark74) [56,](#_bookmark92) [57,](#_bookmark93) [81],](#_bookmark117) which shows the scaling law in model size. More recently, GPT-4 achieves a remarkable record (86.4% in 5- shot setting) in MMLU, which is significantly better than the previous state-of-the-art models [[46].](#_bookmark83)

*•*

*BIG-bench* [[320]](#_bookmark347) is a collaborative benchmark intended to probe existing LLMs from various aspects. It comprises 204 tasks that encompass a broad range of topics, includ- ing linguistics, childhood development, mathematics, com- monsense reasoning, biology, physics, social bias, software development, and so on. By scaling the model size, LLMs can even outperform the average human performance under the few-shot setting on 65% of tasks in BIG-bench [[56].](#_bookmark92) Considering the high evaluation cost of the entire bench- mark, existing work also proposed a lightweight benchmark BIG-bench-Lite that includes 24 small yet diverse and chal- lenging tasks from BIG-bench. Additionally, the BIG-bench hard (BBH) benchmark has been proposed to concentrate on investigating the currently unsolvable tasks of LLMs by selecting the challenging tasks in which LLMs exhibit infe- rior performance compared to humans. Since BBH becomes more difficult, small models mostly achieve performance close to random. As a comparison, CoT prompting can elicit the abilities of LLMs to perform step-by-step reasoning for enhancing the performance, even exceeding the average human performance in BBH [[278].](#_bookmark305)

*•*

*HELM* [[251]](#_bookmark283) is a comprehensive benchmark that cur- rently implements a core set of 16 scenarios and 7 categories of metrics. It is built on top of many prior studies, conduct- ing a holistic evaluation of language models. As shown in the experimental results of HELM [[251],](#_bookmark283) instruction tuning can consistently boost the performance of LLMs in terms of accuracy, robustness, and fairness. Further, for reasoning tasks, the LLMs that have been pre-trained on code corpus show superior performance.

*•*

The above benchmarks cover a variety of mainstream evaluation tasks for the evaluation of LLMs. Besides, there are also several benchmarks that focus on evaluating specific abilities of LLMs, such as TyDiQA [[381]](#_bookmark406) for multilingual knowledge utilization and MGSM [[254]](#_bookmark286) for multilingual mathematical reasoning. To conduct the evaluation, one can select suitable benchmarks according to specific goals.

1. In fact, there are also other benchmarks that are specially utilized for instruction tuning LLMs (*e.g.,* Muffin and T0-SF). We do not list them here as we mainly focus on the benchmarks for the evaluation of LLMs.

In addition, there are also several open-source evaluation frameworks for researchers to conduct evaluations of LLMs on existing benchmarks or new evaluation tasks, such as Language Model Evaluation Harness [[382]](#_bookmark407) and OpenAI Evals [[46].](#_bookmark83)

* + 1. *Comprehensive Analyses on LLMs’ Capacities*

In addition to constructing large-scale evaluation bench- marks, a surge of studies has conducted comprehensive analyses to investigate the strengths and limitations of LLMs. In this part, we briefly discuss them in major aspects, namely *generalist* (general-purpose capacity) and *specialist* (domain-specific capacity).

**Generalist.** Due to the remarkable performance, existing work [[41,](#_bookmark79) [46,](#_bookmark83) [336,](#_bookmark363) [342,](#_bookmark369) [383–385]](#_bookmark410) has systematically evaluated the general capacities of LLMs, to explore their competences in a variety of different tasks or applications. Typically, these studies mainly focus on the newly emerged LLMs (*e.g.,* ChatGPT and GPT-4) that have not been well investigated before, which are discussed as follows:

*Mastery*. To evaluate the mastery level of LLMs in solving general tasks, existing work [[385]](#_bookmark410) typically collects a set of datasets covering a range of tasks and domains, and then tests LLMs under the few/zero-shot setting. Em- pirical results [[41,](#_bookmark79) [46,](#_bookmark83) [342,](#_bookmark369) [385]](#_bookmark410) have shown the superior capacities of being a general-purpose task solver. As a re- markable progress, GPT-4 has surpassed the state-of-the-art methods with benchmark-specific training in a wide range of tasks, such as language understanding, commonsense reasoning, and mathematical reasoning [[46].](#_bookmark83) Furthermore, it can achieve human-like performance in real-world ex- ams designed for humans (*e.g.,* Advanced Placement exams and Graduate Record Examination [[46]).](#_bookmark83) More recently, a comprehensive qualitative analysis [[41]](#_bookmark79) has revealed that GPT-4 approaches human-level performance in a variety of challenging tasks across various fields (*e.g.,* mathematics, vision, and coding), and considered it as “*an early version of an artificial general intelligence system*”. Despite the promising results, this analysis has also revealed that GPT-4 still has severe limitations. For example, GPT-4 is hard to calibrate its confidence about the generated result, and can not verify its consistency with the training data and itself. Besides, it demonstrates inferior performance on tasks that require planning (*e.g.,* solving the “Tower of Hanoi” problem) or conceptual leaps (*e.g.,* proposing a new scientific hypoth- esis). Furthermore, several studies have also shown that LLMs may misunderstand unfamiliar concepts [[385,](#_bookmark410) [386]](#_bookmark411) on information extraction tasks from specific domains, and face challenges in solving pragmatic emotion-related tasks [[384]](#_bookmark409) (*e.g.,* personalized emotion recognition), showing inferior performance compared to specific fine-tuned models.

*•*

*Robustness*. Besides the mastery, another aspect to con- sider is the stability of LLMs against noises or perturbations, which is particularly important for practical applications. To evaluate the robustness of LLMs against noises or pertur- bations, existing work [[387]](#_bookmark412) adopts adversarial attack (*e.g.,* token replacement) on the input, and then evaluates the robustness of LLMs based on the change of output results. It has been shown that LLMs are more robust than small language models in a variety of tasks, but may encounter

*•*

new issues about robustness, *e.g.,* robustness instability and prompt sensitivity. Concretely, LLMs are prone to provide different answers when using varied expressions of the same input, even in conflict with the content generated by itself [[388].](#_bookmark413) Such an issue would also lead to unstable results when evaluating the robustness using different prompts, making the evaluation results of robustness analysis them- selves less reliable.

**Specialist.** As LLMs have been pre-trained on large-scale mixture-of-source corpora, they can capture rich knowledge from the pre-training data. Thus, LLMs can be considered as domain experts or specialists for specific areas. Therefore, recent studies have widely explored the use of LLMs for solving domain-specific tasks and evaluated the adaptation capacity of LLMs. Typically, these studies collect or con- struct domain-specific datasets to evaluate the performance of LLMs using in-context learning. Since our focus is not to cover all the possible application domains, we briefly discuss three representative domains receiving considerable attention from the research community, namely healthcare, education, and law.

*Healthcare* is a vital application field closely related to human life. Since the advent of ChatGPT, a series of studies have applied ChatGPT or other LLMs to the medical domain. It has been shown that LLMs are capable of han- dling a variety of healthcare tasks, *e.g.,* biology information extraction [[389],](#_bookmark414) medical advice consultation [[390–392],](#_bookmark417) and report simplification [[393],](#_bookmark418) and can even pass the medical license exams [[394–396]](#_bookmark420) specially designed for professional doctors. However, LLMs may fabricate medical misinfor- mation [[391,](#_bookmark416) [393],](#_bookmark418) *e.g.,* misinterpreting medical terms and suggesting advice inconsistent with medical guidelines. Be- sides, it would also raise privacy concerns to upload the health information of patients [[389].](#_bookmark414)

*•*

*Education* is also an important application domain where LLMs potentially exert significant influence. Existing work has found that LLMs can achieve student-level perfor- mance on standardized tests [[46,](#_bookmark83) [397,](#_bookmark421) [398]](#_bookmark422) in the subjects of mathematics, physics, computer science and so on, in both multiple-choice and free-response problems. Besides, empirical studies have shown that LLMs can serve as writ- ing or reading assistant for education [[399–401].](#_bookmark425) A recent study [[401]](#_bookmark425) reveals that ChatGPT is capable of generating logically consistent answers across disciplines, balancing both depth and breadth. Another quantitative analysis [[400]](#_bookmark424) shows that students utilizing ChatGPT perform better than average students with different usage methods (*e.g.,* keeping or refining the results from LLMs as their own answers) in some courses from the computer security field. However, the increasing popularity of LLMs has been raising concerns (*e.g.,* cheating on homework) on the rational use of such intelligent assistants for education.

*•*

*Law* is a specialized domain that is built on professional domain knowledge. Recently, a number of studies have ap- plied LLMs to solve various legal tasks, *e.g.,* legal document analysis [[402,](#_bookmark426) [403],](#_bookmark427) legal judgment prediction [[404],](#_bookmark428) and legal document writing [[405].](#_bookmark429) A recent study [[406]](#_bookmark430) has found that LLMs own powerful abilities of legal interpretation and reasoning. Moreover, the latest GPT-4 model achieves a top 10% score in a simulated bar exam compared with

*•*

human test-takers. However, the use of LLMs in law also raises concerns about legal challenges, including copyright issues [[407],](#_bookmark431) personal information leakage [[408],](#_bookmark432) or bias and discrimination [[409].](#_bookmark433)

Besides the aforementioned work, the capacities of LLMs have been also analyzed from other perspectives. For instance, some recent work has studied the human- like characteristics of LLMs, such as self-awareness, theory of mind (ToM), and affective computing [[41,](#_bookmark79) [410–412].](#_bookmark436) In particular, an empirical evaluation of ToM conducted on two classic false-belief tasks speculates that LLMs may have ToM-like abilities since the model in the GPT-3.5 series achieves comparable performance with nine-year-old chil- dren in ToM task [[411].](#_bookmark435) Further, another line of work has investigated the fairness and accuracy of existing evaluation settings about LLMs [[413],](#_bookmark437) *e.g.,* the large-scale mixture-of- source pre-training data may contain the data in test sets.

1. **CONCLUSION AND FUTURE DIRECTIONS**

In this survey, we have reviewed the recent progress of large language models (LLMs), and introduced the key concepts, findings, and techniques for understanding and utilizing LLMs. We focus on the discussion of large-sized models (*i.e.,* having a size larger than 10B) while excluding the contents of early pre-trained language models (*e.g.,* BERT and GPT-

2) that have been well covered in the existing literature. In particular, our survey has discussed four important aspects of LLMs, *i.e.,* pre-training, adaptation tuning, utilization, and evaluation. For each aspect, we highlight the techniques or findings that are key to the success of LLMs. Besides, we also summarize the available resources for developing LLMs and discuss important implementation guidelines for reproducing LLMs. This survey tries to cover the most recent literature about LLMs and provides a good reference resource on this topic for both researchers and engineers.

In this section, we summarize the discussions of this survey, and introduce the challenges and future directions for LLMs, in the following aspects.

**Theory and Principle.** To understand the underlying work- ing mechanism of LLMs, one of the greatest mysteries is how information is distributed, organized, and utilized through the very large, deep neural network. It is important to reveal the basic principles or elements that establish the foundation of the abilities of LLMs. In particular, *scaling* seems to play an important role in increasing the capacity of LLMs [[31,](#_bookmark70) [55,](#_bookmark91) [59].](#_bookmark95) It has been shown that some emergent abilities would occur in an unexpected way (a sudden performance leap) when the parameter scale of language models increases to a critical size (*e.g.,* 10B) [[31,](#_bookmark70) [33],](#_bookmark72) typ- ically including in-context learning, instruction following, and step-by-step reasoning. These emergent abilities are fascinating yet perplexing: *when* and *how* they are obtained by LLMs. Recent studies either conduct extensive experi- ments for investigating the effect of emergent abilities and the contributing factors to such abilities [[213,](#_bookmark245) [230,](#_bookmark262) [414],](#_bookmark438) or explain some specific abilities with existing theoretical frameworks [[60,](#_bookmark96) [224].](#_bookmark256) An insightful technical post also spe- cially discusses this topic [[47],](#_bookmark84) taking the GPT-series models as the target. However, more formal theories and principles

to understand, characterize, and explain the abilities or behaviors of LLMs are still missing. Since emergent abilities bear a close analogy to phase transitions in nature [[31,](#_bookmark70) [58],](#_bookmark94) cross-discipline theories or principles (*e.g.,* whether LLMs can be considered as some kind of complex systems) might be useful to explain and understand the behaviors of LLMs. These fundamental questions are worth exploring for the research community, which are important for developing next-generation LLMs.

**Model Architecture.** Due to the scalability and effective- ness, Transformer, consisting of stacked multi-head self- attention layers, has become the de facto architecture for building LLMs. Various strategies have been proposed to improve the performance of this architecture, such as neural network configuration and scalable parallel training (see discussions in Section [4.2.2).](#_bookmark18) To further enhance the model capacity (*e.g.,* the multi-turn conversation ability), existing LLMs typically maintain a long context length, *e.g.,* GPT- 4-32k has an extremely large context length of 32,768 to- kens. Thus, a practical consideration is to reduce the time complexity (originally to be quadratic costs) incurred by the standard self-attention mechanism. It is important to investigate the effect of more efficient Transformer variants in building LLMs [[415],](#_bookmark439) *e.g.,* sparse attention has been used in GPT-3 [[55].](#_bookmark91) Besides, catastrophic forgetting has been a long-standing challenge for neural networks, which also has a negative impact on LLMs. When tuning LLMs with new data, the originally learned knowledge is likely to be damaged, *e.g.,* fine-tuning a LLM according to some specific tasks will affect the general ability of LLMs. A similar case occurs when LLMs are aligned with human values (called *alignment tax* [[61,](#_bookmark97) [201]).](#_bookmark233) Thus, it is necessary to consider extending existing architectures with more flexible mechanisms or modules that can effectively support data update and task specialization.

**Model Training.** In practice, it is very difficult to pre- train capable LLMs, due to the huge computation con- sumption and the sensitivity to data quality and training tricks [[66,](#_bookmark102) [80].](#_bookmark116) Thus, it becomes particularly important to develop more systemic, economical pre-training approaches for optimizing LLMs, considering the factors of model ef- fectiveness, efficiency optimization, and training stability. More model checking or performance diagnosis methods (*e.g.,* predictable scaling in GPT-4 [[46])](#_bookmark83) should be developed in order to detect early abnormal issues during training. Furthermore, it also calls for more flexible mechanisms of hardware support or resource schedule, so as to better orga- nize and utilize the resources in a computing cluster. Since it is very costly to pre-train a LLM from scratch, it is important to design a suitable mechanisms for continually pre-training or fine-tuning the LLM based on publicly available model checkpoints (*e.g.,* LLaMA [[57]](#_bookmark93) and Flan-T5 [[81]).](#_bookmark117) For this purpose, a number of technical issues have to be resolved, including data inconsistency, catastrophic forgetting, and task specialization. While, to date, there still lack open- source model checkpoints for LLMs with complete pre- processing and training logs (*e.g.,* the scripts to prepare the pre-training data) for reproducing. We believe that it will be of great value to have more open-source models for the

research of LLMs. Besides, it is also important to develop more improvement tuning strategies and investigate the mechanism that effectively elicits the model abilities.

**Model Utilization.** Since fine-tuning is very costly in real applications, *prompting* has become the prominent approach to using LLMs. By combining task descriptions and demon- stration examples into prompts, in-context learning (a spe- cial form of prompting) endows LLMs with the ability to perform well on new tasks, even outperforming full-data fine-tuned models in some cases. Further, to enhance the ability of complex reasoning, advanced prompting tech- niques have been proposed, exemplified by the chain-of- thought (CoT) strategy, which includes the intermediate reasoning steps into prompts. However, existing prompt- ing approaches still have several deficiencies described as follows. Firstly, it involves considerable human efforts in the design of prompts. It would be quite useful to au- tomatically generate effective prompts for solving various tasks. Secondly, some complex tasks (*e.g.,* formal proof and numerical computation) require specific knowledge or logic rules, which may not be best described in natural language or demonstrated by examples. Thus, it is important to develop more informative, flexible task formatting methods for prompts[21](#_bookmark43). Thirdly, existing prompting strategies mainly focus on single-turn performance. It is useful to develop interactive prompting mechanisms (*e.g.,* through natural language conversations) for solving complex tasks, which have been demonstrated to be very useful by ChatGPT.

**Safety and Alignment.** Despite their capacities, LLMs pose similar safety challenges as small language models. For example, LLMs exhibit a tendency to generate hallucination texts [[416],](#_bookmark440) which refers to the texts that seem plausible but may be factually incorrect. What is worse, LLMs might be elicited by intentional instructions to produce harmful, bi- ased, or toxic texts for malicious systems, leading to the po- tential risks of misuse [[55,](#_bookmark91) [61].](#_bookmark97) To have a detailed discussion of other safety issues of LLMs (*e.g.,* privacy, overreliance, disinformation, and influence operations), the readers can refer to the GPT-3/4 technical reports [[46,](#_bookmark83) [55].](#_bookmark91) As the major approach to averting these issues, reinforcement learning from human feedback (RLHF) [[61,](#_bookmark97) [96]](#_bookmark132) has been widely used by incorporating humans in the training loop for developing well-aligned LLMs. To improve the model safety, it is also important to include safety-relevant prompts during RLHF, as shown by GPT-4 [[46].](#_bookmark83) However, RLHF heavily relies on high-quality human feedback data from professional labelers, making it difficult to be properly implemented in practice. Therefore, it is necessary to improve the RLHF framework for reducing the efforts of human labelers and seek a more efficient annotation approach with guaranteed data quality, *e.g.,* LLMs can be employed to assist the la- beling work. More recently, red teaming [[203,](#_bookmark235) [204]](#_bookmark236) has been adopted for improving the model safety of LLMs, which utilizes the collected adversarial prompts to refine the LLMs (*i.e.,* avoiding the attacks from red teaming). Furthermore, it is also meaningful to establish the learning mechanism for

1. While, it seems that an alternative approach to this issue is to invoke external tools, *e.g.,* the plugins for ChatGPT, when the task is difficult to solve via text generation.

LLMs by communicating with humans, where the feedback given by humans via chatting can be directly utilized by LLMs for self-improvement.

**Application and Ecosystem.** As LLMs have shown a strong capacity in solving various tasks, they can be applied in a broad range of real-world applications (*e.g.,* following specific natural language instructions). As a remarkable progress, ChatGPT has potentially changed the way how humans access information, which leads to the release of *New Bing*. In the near future, it can be foreseen that LLMs would have a significant impact on information- seeking techniques, including both search engines and rec- ommender systems. Furthermore, the development and use of intelligent information assistants would be highly promoted with the technology upgrade from LLMs. At a broader scope, this wave of technical innovation tends to build an ecosystem of LLM-empowered applications (*e.g.,* the support of plugins by ChatGPT), which will have a close connection with human life. Lastly, the rising of LLMs sheds light on the exploration of artificial general intelligence (AGI). It is promising to develop more smart intelligent systems (possibly with multi-modality signals) than ever. While, in this development process, AI safety should be one of the primary concerns, *i.e.,* making AI lead to good for humanity but not bad [[40].](#_bookmark78)

**CODA**: This survey was planned during a discussion meeting held by our research team, and we aimed to sum- marize the recent advances of large language models as a highly readable report for our team members. The first draft was finished on March 13, 2023, in which our team members tried their best to include the related studies about LLMs in a relatively objective, comprehensive way. Then, we have extensively revised the writing and contents in several passes. While, this survey is still far from perfect: we are likely to miss important references or topics, and might also have non-rigorous expressions or discussions. We will continuously update this survey, and improve the quality as possible as we can. For us, survey writing is also a learning process for LLMs by ourselves. For readers with construc- tive suggestions to improve this survey, you are welcome to leave comments on the GitHub page of our survey or directly email our authors. We will make according revisions following the received comments or suggestions in a future version, and acknowledge the readers that have contributed constructive suggestions in our survey.
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