Part 1: Comparison of Randomised Optimization Algorithms:

N-queens puzzle

The **n-queens puzzle** is the problem of placing n chess queens on an n×n chessboard so that no two queens threaten each other; thus, a solution requires that no two queens share the same row, column, or diagonal. The solution to n-queen problem exists for all natural numbers *n* with the exception of *n* = 2 and *n* = 3. The problem of finding all solutions to the n-queens problem can be quite computationally expensive, as there are nxnCn possible arrangements of n queens on a n×n board. However, by applying a simple rule that constrains each queen to a single column or row and generating permutations, it is possible to reduce the number of possibilities to n!, which are then checked for diagonal attacks. Thus n-queens problems is a really good candidate to compare different randomised search algorithms. A brute force algorithm would have taken 40320 iterations for finding optimal value in case of 8 queens problems. We compare the performance of 4 different randomised algorithms i.e. Randomized Hill Climbing, Simulated Annealing, Genetic Algorithm and MIMIC on 8-queens problem. We also tuned different hyper-parameters to compare fitness value and time taken to execute the algorithms. We kept maximum iterations to 1000

**Randomised Hill Climbing:** For n-queens problem, we kept the value of n to 8. We also tuned max attempts parameter of randomised hill climbing algorithm while keeping max iterations to 1000 and restarts = 0. It is obvious that time taken to complete the run was increasing for increasing value of max attempts. The max attempts values of 10, 15, 20, 25, 30, 35, 40 were not able to find optimal value. For 8 queens problems, the randomized hill climbing algorithm was able to find optimal value with max attempts of 45 and above in only 80 steps to find best state of [4 2 7 3 6 0 5 1]. This is extremely faster than brute force approach.

|  |
| --- |
| Randomised Hill Climbing with varying Max attempts |
| Chart, line chart  Description automatically generated |

In order to get out of local minima, the randomized hill climbing algorithm uses random restarts which essentially mean starting algorithm with some random point. Random restart was not required in this case.

**Simulated Annealing:** For n-queens problem, we tried to tune value of max attempt (i.e. maximum number of attempts to find a better neighbours at each step) for both exponential schedule and geometric schedule for the temperature parameter. For exponential decay for temperature parameter, the algorithm didn’t converge for max attempts values of 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100 whereas with the geometric decay, it converged for the value of 70 and above. The best state found was [4 7 3 0 2 5 1 6].

|  |  |
| --- | --- |
| SA with Exponential Decay tuning max attempts | SA with Geometric Decay tuning max attempts |
| Chart, line chart  Description automatically generated | Chart, line chart  Description automatically generated |

**Genetic Algorithm:** For 8-queen problem, we tuned max attempts, mutation probability and population size parameters separately while keeping other parameters constant. The best set of value for max attempt, population size and mutation probability was 10, 50 and 0.1 respectively. The best state obtained was [3 5 7 2 0 6 4 1].

|  |  |  |
| --- | --- | --- |
| GA Max Attempts vs Fitness | GA Mutation Probability vs Fitness | GA Population size vs Fitness |
| Chart, line chart  Description automatically generated | Chart, line chart  Description automatically generated | Chart, line chart  Description automatically generated |

**MIMIC:** For 8-queen problem, we tuned max attempts, keep percentage and population size separately. The best set of parameters have values of max attempts, population size and keep pct of 5, 80 and 0.10. It is visible from the graphs that max attempts didn’t have any impact on fitness value. For population size of 80, fitness function had lowest value of 80. The keep percentage value of 0.10, 0.20 and 0.30 produced fitness value of 1. The 8-queen problem didn’t converge by using MIMIC algorithm. The best state found was [3 0 6 1 2 5 7 4].

|  |  |  |
| --- | --- | --- |
| MIMIC Max Attempts vs Fitness | MIMIC Population Size vs Fitness | MIMIC Keep Pct vs Fitness |
| Chart, line chart  Description automatically generated | Chart, line chart  Description automatically generated | Chart, line chart  Description automatically generated |

**Comparison of different algorithms:**

|  |  |  |
| --- | --- | --- |
| Fitness wrt iterations of different algorithms | Execution time of different algorithms | Algorithms and Fitness Score |
| Chart, histogram  Description automatically generated | **Chart, bar chart  Description automatically generated** | **Chart, bar chart  Description automatically generated** |

**Convergence:** All algorithms except MIMIC were able to find optimal solution.

**Iterations and Fitness:** The MIMIC took the least iteration to converge even though it didn’t find optimal solution, MIMIC is followed by genetic algorithm, randomised hill climbing and simulated annealing. The main reason for genetic algorithm to take less iterations is because of the fact that it starts with more number of trials which in turn helps it to move in the direction of optimal solution and hence converged in smaller iterations. The simulated annealing took more iterations to converge than randomised hill climbing which attributed to the fact that simulated annealing tried to maintain good balance between exploration and exploitation unlike randomised hill climbing. This is also evident from the above figure where it is clearly visible step-up step-down behaviour of simulated annealing fitness curve.

**Execution time:** MIMIC is the smallest algorithm among these 4 ones while randomised hill climbing is the fastest followed by simulated annealing and genetic algorithm.

Travelling salesman problem

The **travelling salesman problem**(also called the **traveling salesperson problem**[[1]](https://en.wikipedia.org/wiki/Travelling_salesman_problem#cite_note-1) or **TSP**) asks the following question: "Given a list of cities and the distances between each pair of cities, what is the shortest possible route that visits each city exactly once and returns to the origin city?" It is an NP-hard problem.

**Randomised Hill Climbing**: We applied randomised hill climbing tuning max attempts and restart parameter separately by trying different values keeping max iterations to 1000. The minimum fitness value of 17.38 is achieved for max attempts of 40 and above. The fitness value didn’t change with restart parameter. Below graphs shows relationship between max attempts and fitness value and restart and fitness value.

|  |  |
| --- | --- |
| Randomized Hill Climbing with varying max attempts | Randomized Hill Climbing with varying restarts |
|  | Chart, box and whisker chart  Description automatically generated |

**Simulated Annealing:** We tuned max attempts parameter for simulated annealing for exponential and geometric decay. The exponential constant was set to 0.005 while decay factor in geometric decay was set to 0.99. For both, the minimum fitness value was found to be 17.34, however fitness value was highly dependent on max attempts while it was constant for geometric decay of temperature.

|  |  |
| --- | --- |
| SA with varying max attempts exp. decay | SA with varying max attempts geometric decay |
|  | **Chart  Description automatically generated** |

**Genetic Algorithm:** For genetic algorithm, we tuned max attempts while keeping population size, mutation probability and max iterations to 100, 0.1 and 1000 respectively. For max attempts, the fitness value is found to be constant where minimum fitness value was 17.34. Similarly, we tuned mutual probability while keeping population size, max attempts and max iterations values to 100, 10, 1000. The fitness value of mutation probability is found to be constant. It also achieved a value of 17.34. Likewise, the population value is also tuned which keeping max attempts, mutation probability and max iterations value to 10, 0.1 and 1000. The fitness value decreased as population value increased from 10 to 40 to reach 17.34 and thereafter it remained constant with the same value.

|  |  |  |
| --- | --- | --- |
| GA with varying Max Attempts | GA with varying mutation probability | GAs with varying population size |
|  |  |  |

**MIMIC:** We tuned max attempts, population size and proportion of samples to keep at each iteration separately while keeping other parameters value constant. The fitness value didn’t reach optimal value for different values of max attempt and it clear for below graph that fitness value is not affected by max attempts value. Also, fitness value decreased for increasing value of population size. The MIMIC value achieved minimum fitness value of 17.34 for population size, max attempts and keep pct of 80, 50, 0.40 respectively**.**

|  |  |  |
| --- | --- | --- |
| MIMIC with varying Max Attempts | MIMIC with varying population size | MIMIC with varying keep percentage |
| **Chart  Description automatically generated** |  | **Chart, line chart  Description automatically generated** |

**Comparison on different algorithms:**

|  |  |  |
| --- | --- | --- |
| Fitness wrt iterations of different algorithms | Execution time of different algorithms | Algorithms and fitness Score |
| **Chart, line chart  Description automatically generated** | **Chart, bar chart  Description automatically generated** | **Chart, bar chart  Description automatically generated** |

**Convergence:** All algorithms found the similar optimal value of the travelling salesman problem. The optimal value was found to be 17.34.

**Iterations vs Fitness:** As expected MIMIC and GA took least no. of iterations which is due to fact that these both algorithm are aware of tropology of the surface, MIMIC by building probability distribution for sampling next candidate for evaluation while genetic algorithm does it by spawning populations and then following the best ones discarding the worst ones. The blue curve reflects the behaviour of simulated annealing, the fitness value is not decreasing during initial iterations as it is into exploration mode. Once, the exploration is finished it starts doing the exploitation hence it took fewer steps than randomised hill climbing to find optimal value in the latter iterations. As expected randomised hill climbing took most iterations as it follows unguided exploration.

**Execution Time:** TheSimulated Annealing took the least time which is then followed by randomised hill climbing, Genetic algorithm and MIMIC**.**

**4-Peaks problem**

Evaluates the fitness of an n-dimensional state vector *x*, given parameter *T*, as:  
*,*

**Randomised Hill Climbing:** The randomised algorithm got trapped into local minima, even after attempts were made to take it out of local minima using random restarts it was still getting stuck at local minima. The maximum value of fitness function it achieved was 40 even after tying different values of max attempts and random restart.

The below figure provides an idea even after trying different values of max attempts and restarts, the fitness is not changing.

|  |  |
| --- | --- |
| Randomised Hill Climbing with varying max attempts | Randomised Hill Climbing with varying restarts |
| Chart  Description automatically generated | Chart  Description automatically generated |

**Simulated Annealing:** The performance of simulated annealing was more or less same for different values of max attempts both in case of exponential decay for temperature and geometric decay for temperature which suggest that it got trapped in the local minima. The problem persisted even after trying different values on exponential constant in exponential schedular and decay factor in geometric schedular.

|  |  |
| --- | --- |
| SA with varying max attempts with exponential decay | SA with varying max attempts with geometric decay |
| Chart, line chart  Description automatically generated | Chart, line chart  Description automatically generated |

**Genetic Algorithm:** We tuned different values max attempts, mutation probability and population size separately with keeping other parameters constant. For max attempt of 10 and above keeping population size 100, mutation probability of 0.1 and max iterations of 1000, genetic algorithm was able to find near optimal value and was able to get out of local minima. Below figure provides fitness scores across different values of max attempts, mutation probability and population size. The best set of values for max attempts, mutation probability and population size are 10, 0.1 and 100 respectively. The best fitness score achieved was 75.

|  |  |  |
| --- | --- | --- |
| GA with varying Max Attempts | GA with varying mutation probability | GA with varying population size |
| **Chart  Description automatically generated** | **Chart, line chart  Description automatically generated** | **Chart, line chart  Description automatically generated** |

**MIMIC**: Even though MIMIC was not close to near optimal value, it performed better than Randomised Hill climbing and simulated annealing. For different values of max attempts, the fitness score was constant. The best fitness score MIMIC was able to achieve was 55 for max attempts of 10, population size of 80 and keep percentage of 0.25.

|  |  |  |
| --- | --- | --- |
| MIMIC with varying Keep Percentage | MIMIC with varying Max Attempts | MIMIC with varying population size |
| **Chart, line chart  Description automatically generated** | **Chart  Description automatically generated** | **Chart, line chart  Description automatically generated** |

**Comparison on different algorithms:**

|  |  |  |
| --- | --- | --- |
| Fitness wrt iterations of different algorithms | Execution time of different algorithms | Algorithms and fitness Score |
| **Chart, line chart  Description automatically generated** | **Chart, bar chart  Description automatically generated** | **Chart, bar chart  Description automatically generated** |

**Convergence:** Unlike other problems in this paper, the 4 peak problem is maximation the problem. Both randomised hill climbing and simulated annealing got stuck in the local maxima which reflects the greedy nature of the algorithms. Particularly randomised hill climbing was not able to crossover the plateau region to search for new peaks. Similarly, simulated annealing failed to find optimal regions in the sub space. In contrast, Genetic algorithm crossover operation has allowed it to propagate into the optimal solution while MIMIC's ability to learn structure and history has allowed it to perform better than the local optima.

**Iteration Time and Fitness:** MIMIC took more iterations possibly in search of optimal regions while randomised hill climbing and simulated annealing took lesser number of iterations to converge. Genetic algorithm also took larger iterations at the expense of finding better solution.

**Run Time:** As usual randomised hill climbing and simulated annealing took less than genetic algorithm and MIMIC. Genetic algorithm took the largest time to finish.

**Summary of randomised optimisation algorithms:**

|  |  |  |
| --- | --- | --- |
| Algorithms | Advantages | Disadvantages |
| Randomised Hill Climbing | => Fast and easy to implement Requires less parameter tuning (max attempts, restarts) | => Often stuck in local minima => Don’t utilize knowledge of previous observations |
| Simulated Annealing | => Balances exploration and exploitation Good at approximating global optima | => Convergence problems in regions with lot of local maxima  => Need to tune temperature parameter for optimal results |
| Genetic Algorithm | => Suitable for approximating global maxima in complex surfaces  => Fast for simple problems | => More parameter tuning is required.  => Computationally expensive |
| MIMIC | => Leverages knowledge of past => Good at approximating global maxima | => Applicable to discrete problems only => computationally expensive |

**Part 2: Comparison of randomised optimization algorithms and gradient descent on neural network weight optimization problem:**

**Dataset:** **BNP Paribas Cardif Claims Management**

This dataset has 131 predictors where 113 predictors are numerical and 19 are categorical with varying cardinality. Also, 33.5% of the dataset has missing values. Owing to high no. of predictors columns with both numerical and categorical columns, large set of missing values, highly correlated and right skewed features made this dataset challenging and exiting to compare performance of different optimization algorithms for neural nets optimization. The target column is the binary column and the objective to predict if a sample belongs to category 0 or 1. The target column is also imbalance with 76% samples belong to category 1. We used f1 score to compare performance. **Pre-processing:** The dataset has around 33.5% of missing values. We used -1 to replace all missing values in numerical columns and “\_\_MISS\_\_” to replace missing values in categorical columns. The dataset has 19 categorical, hence conversion of categorical columns to numerical is required as mandated by most of the ML algorithms. One standard approach of representing the categorical variables is One hot encoding, however, owing to high cardinality in some of the categories which in effect would induce high dimensionality in the data, we used Target encoding with Laplace prior with smoothness value of 300. Since the dataset contains large number of predictors it is advisable to apply feature selection algorithms to remove unwanted and noisy features. We applied Boruta feature selection algorithm to remove irrelevant features (Note that: comparison of features selection algorithms is not in the scope of this study). After applying Boruta, we nailed down to 23 most relevant features and discard rest of others. We also scaled the predictors to effectively apply optimization algorithms. We had divided the dataset into training and validation in the ratio of 70:30 with stratified sampling in-order to maintain distribution of data between class 1 and class 0 in the validation sets.

**Randomised Hill Climbing:** We applied randomised hill climbing and tuned max attempts parameter of hill climbing along with learning rate. We tried max attempts = [50, 100] and learning rates = [0.001, 0.005, 0.01, 0.1]. For max attempts of 50, surprisingly the model was only predicting major class label for all the samples. Hence it has f1 score of 0 for different values on learning rate. Below figure shows F1 score on training and validation set

for max attempts of 100 for different values of learning rate. The performance of model on training and validation set is very close. The best f1 score achieved by the model is 0.7472 on the validation dataset.

|  |  |
| --- | --- |
| F1 score for different learning rates | Confusion Matrix |
| A picture containing chart  Description automatically generated | Chart, treemap chart  Description automatically generated |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Classification Report** | | | | |
|  | **Precision** | **Recall** | **F1-score** | **Support** |
| 0 | 0.31 | 0.29 | 0.30 | 8247 |
| 1 | 0.78 | 0.79 | 0.79 | 26050 |
| accuracy |  |  | 0.67 | 34297 |
| Macro avg | 0.55 | 0.54 | 0.54 | 34297 |
| Weighted avg | 0.67 | 0.67 | 0.67 | 34297 |

The trained model did reasonably well in separating the class 1 samples but failed to optimally separate class 0 samples from class 1. Thus scoring high on False negatives.

**Simulated Annealing:** We tried for different values of max attempts for learning rate of 0.001 and 0.1. We found that for all values max attempts size that we tried train and test error were same. Thus, we plotted train f1 score and test f1 score for different learning rates. The best model achieved F1-score of 0.7397.

|  |  |
| --- | --- |
| F1 score for different learning rates | Confusion Matrix |
| Chart, line chart  Description automatically generated | Chart, treemap chart  Description automatically generated |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Classification Report** | | | | |
|  | **Precision** | **Recall** | **F1-score** | **Support** |
| 0.0 | 0.27 | 0.34 | 0.30 | 8247 |
| 1.0 | 0.77 | 0.71 | 0.74 | 26050 |
| accuracy |  |  | 0.62 | 34297 |
| Macro avg | 0.52 | 0.52 | 0.52 | 34297 |
| Weighted avg | 0.65 | 0.62 | 0.63 | 34297 |

This model also failed in separating both the classes optimally hence it has high rate of false positives and false negatives. This model performed better on class 0 than model trained on randomised hill climbing having more True Negatives and lesser False Negatives but less True Positives and False Positives.

**Genetic Algorithm:** We tuned population size of genetic algorithm for learning rate of 0.01. The best f1 score on test data was 0.8589.

|  |  |
| --- | --- |
| F1 score for different learning rates | Confusion Matrix |
| Chart, line chart  Description automatically generated | Chart, treemap chart  Description automatically generated |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Classification Report** | | | | |
|  | **Precision** | **Recall** | **F1-score** | **Support** |
| 0.0 | 0.44 | 0.06 | 0.10 | 8247 |
| 1.0 | 0.77 | 0.98 | 0.86 | 26050 |
| accuracy |  |  | 0.62 | 34297 |
| Macro avg | 0.61 | 0.52 | 0.48 | 34297 |
| Weighted avg | 0.69 | 0.76 | 0.66 | 34297 |

The increase in f1-score on test data is attributed to the increase in the number of true positives, however the true negatives greatly diminished. Also, there is significant increase in the false negative.

**Gradient Descent:** We tried to tune the value of learning rate. With the learning rate value of 0.01, we achieved f1-score of 0.7472 on validation dataset.

|  |  |
| --- | --- |
| F1 score for different learning rates | Confusion Matrix |
| Chart, line chart  Description automatically generated | Chart, treemap chart  Description automatically generated |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Classification Report** | | | | |
|  | **Precision** | **Recall** | **F1-score** | **Support** |
| 0.0 | 0.28 | 0.33 | 0.30 | 8247 |
| 1.0 | 0.77 | 0.72 | 0.5 | 26050 |
| accuracy |  |  | 0.63 | 34297 |
| Macro avg | 0.53 | 0.53 | 0.52 | 34297 |
| Weighted avg | 0.65 | 0.63 | 0.634 | 34297 |

This model has slightly better True positives rate and False positives rate than model trained using simulated annealing but less True negative rate than it.

Comparison:

|  |  |
| --- | --- |
| Training Time | F1 score on Test Data |
| Chart, bar chart  Description automatically generated | Shape  Description automatically generated |

**Training Time:** Even though time taken by all of these algorithms are dependent upon different values on parameters. We compared time taken to train best model based on F1 score of test data. It is clearly visible that gradient descent is much more faster than any of the randomised search algorithm. Since, it takes less time to converge, significant time can then be utilized for parameter tuning. The F1 score on test data from genetic algorithm is significantly different than other algorithms. However, the gain is overshadowed by time it taken to train the model which may restrict running different experiments for hyperparameters tuning.

**Results Accuracy:** We got the highest F1-score of 0.8589 from genetic algorithm while other algorithms got f1 score in range of 0.70 to 0.75.
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