[[자료구조] ProrityQueue(우선순위큐) - Java Collections Framework](https://dheldh77.tistory.com/entry/%EC%9E%90%EB%A3%8C%EA%B5%AC%EC%A1%B0-ProrityQueue%EC%9A%B0%EC%84%A0%EC%88%9C%EC%9C%84%ED%81%90-Java-Collections-Framework)

**PriorityQueue(우선순위 큐)**

일반적으로 Queue(큐)는 선입선출(FIFO, First In First Out)의 성격을 가지고 있는 자료구조이지만, 우선순위 큐는 들어오는 순서에 상관없이 우선순위가 높은 원소부터 빠져나가는 자료구조이다.

 운영체제의 CPU 스케줄링 중 우선순위 스케줄링이 우선순위 큐를 이용한 예이다.

 java Collections Framework에서 우선순위 큐의 자세한 사용법은 아래 코드를 참조하자

package algorithm;

import java.util.\*;

public class priorityQueue {

public static void main(String[] args) {

PriorityQueue<Integer> q = new PriorityQueue<>();

// 데이터 저장

q.add(4);

q.add(3);

q.add(7);

q.add(9);

/ 데이터 조회

System.out.println(q.peek());

//데이터 출력

while(!q.isEmpty()) {

System.out.println(q.poll());

}

}

}

저장된 순서와 상관없이 데이터가 오름차순으로 출력된 것을 확인할 수 있다.

package algorithm;

import java.util.\*;

public class priorityQueue {

public static void main(String[] args) {

PriorityQueue<Integer> q = new PriorityQueue<>(Collections.reverseOrder());

// 데이터 저장

q.add(4);

q.add(3);

q.add(7);

q.add(9);

// 데이터 조회

System.out.println(q.peek());

//데이터 출력

while(!q.isEmpty()) {

System.out.println(q.poll());

}

}

}

 우선순위를 반전시키는 방법은 객체 생성 시 Collections.reverseOrder()를 사용해 정렬 기준을 반전시킨다.

 아래는 객체의 정렬기준에 따라 우선순위 큐에 저장하고 출력하는 예제이다.

package algorithm;

import java.util.\*;

public class priorityQueue {

public static class Process implements Comparable<Process>{

int time;

int priority;

Process(int time, int priority){

this.time = time;

this.priority = priority;

}

@Override

public int compareTo(Process p) {

if(this.priority < p.priority) return 1;

else return -1;

}

}

public static void main(String[] args) {

PriorityQueue<Process> q = new PriorityQueue<>(Collections.reverseOrder());

// 데이터 저장

q.add(new Process(1, 4));

q.add(new Process(2, 2));

q.add(new Process(3, 1));

q.add(new Process(4, 6));

//데이터 출력

while(!q.isEmpty()) {

Process p = q.poll();

System.out.println("priority : " + p.priority + " time " + p.time);

}

}

}

[[자료구조] HashMap(해쉬맵) - Java Collections Framework](https://dheldh77.tistory.com/entry/%EC%9E%90%EB%A3%8C%EA%B5%AC%EC%A1%B0-HashMap-java)

**HashMap(해쉬맵)**

HashMap이란Map인터페이스 중 하나로써, key와 Value값으로 묶어 데이터를 저장하는 자료구조이다.

 Hashing을 사용함으로써 많은 양의 데이터를 검색하는데 뛰어난 성능을 가지고 있다.

 java Collections Framework에서 해쉬맵의 자세한 사용법은 아래 코드를 참조하자

package algorithm;

import java.util.\*;

public class hashmap {

public static void main(String[] args) {

HashMap<String, Integer> map = new HashMap<>();

// 데이터 삽입

map.put("apple", 2018);

map.put("banana", 2011);

map.put("melon", 2013);

map.put("kiwi", 2015);

// 중복된 키값을 저장할 경우 이전에 저장된 key - vlaue 쌍 위에 새로 저장

map.put("kiwi", 2017);

// 데이터 삭제

map.remove("apple");

// 데이터 출력

// 해쉬맵은 데이터를 저장한 순서대로 출력하지 않는다.

for(String s : map.keySet()) {

System.out.println(s + " " + map.get(s));

}

}

}

해쉬맵일 사용함에 있어서 주의할 점은

키 값의 중복을 허용하지 않는다는 점이다. value는 중복이 허용되지만  key값을 중복 저장할 경우, 이전에 저장된 key값에 덮어씌워지게 된다.

 또한 해쉬맵은 데이터를 저장한 순서대로 출력되지 않는다.

 해쉬맵을 정렬은 key, value에 따라 정렬이 가능하고, value값을 기준으로 정렬하기 위해서 아래와 같이 별도의 메소드를 정의해 주어야 한다.

**Key값에 의한 정렬**

package algorithm;

import java.util.\*;

public class hashmap {

public static void main(String[] args) {

HashMap<Integer, String> map = new HashMap<>();

// 데이터 삽입

map.put(1, "apple");

map.put(2, "banana");

map.put(3, "melon");

map.put(4, "kiwi");

Iterator<Integer> it = map.keySet().iterator();

while(it.hasNext()) {

int key = it.next();

System.out.println(key + " " + map.get(key));

}

}

}

**Value값에 의한 정렬**

package algorithm;

import java.util.\*;

public class hashmap {

// 정렬 메소드 정의

public static List sortByValue(final Map map) {

List<String> list = new ArrayList<>();

list.addAll(map.keySet());

Collections.sort(list, new Comparator() {

public int compare(Object o1, Object o2) {

Object v1 = map.get(o1);

Object v2 = map.get(o2);

return((Comparable)v2).compareTo(v1);

}

});

Collections.reverse(list);

return list;

}

public static void main(String[] args) {

HashMap<String, Integer> map = new HashMap<>();

// 데이터 삽입

map.put("apple", 2018);

map.put("banana", 2011);

map.put("melon", 2013);

map.put("kiwi", 2015);

Iterator it = sortByValue(map).iterator();

while(it.hasNext()) {

String s = (String)it.next();

System.out.println(s + " " + map.get(s));

}

}

}

[이진 탐색 트리(BST, Binary Search Tree)](https://dheldh77.tistory.com/entry/%EC%9D%B4%EC%A7%84-%ED%83%90%EC%83%89-%ED%8A%B8%EB%A6%ACBST-Binary-Search-Tree)
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[BST](https://dheldh77.tistory.com/tag/BST)

트리에 대해서 설명해보라는 질문을 들었을 때,

생각나는 말은 Collections Framework의 트리맵, 정렬된 상태로 값이 저장, 중복을 허용하지 않는 것 밖에 기억나지 않았다.

특정 자료구조를 사용했을 때의 시간 복잡도나 내부적으로 어떻게 동작하는 지도 정확하게 말할 수 있게끔 공부해야겠다

이진 탐색 트리는 이진 트리로 만들어진 탐색을 위한 자료구조이다. 4가지 조건을 가진다.

**1. 이진 탐색 트리의 4가지 조건**

**1) 모든 노드의 키는 유일하다.**

**2) 왼쪽 서브트리의 모든 키는 루트 노드의 키보다 작다**

**3) 오른쪽 서브트리의 모든 키는 루트 노드의 키보다 크다**

**4) 서브트리도 이진탐색트리이다.**

![https://k.kakaocdn.net/dn/qf4EX/btqElFqSW3J/PmYjoERZc9X5aHbk3Bp6a1/img.png](data:image/png;base64,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)

**2. 이진 탐색트리의 동작 방식**

**1) 탐색(Search)**

위의 이진 탐색 트리에서 14라는 키 값을 찾는다고 생각하면

루트노드 10과 비교했을 때, 14가 더 큼으로 오른쪽 서브 트리로 이동

오른쪽 서브 트리의 루트노드 17과 비교했을 때, 14가 더 작음으로 왼쪽 서브 트리로 이동

**2) 삽입(Inseart)**

삽입은 BST의 조건을 깨지 않기 위해서, 단말노드에 값을 추가해주는 방식이다.

위의 이진 탐색 트리에서 12를 추가한다고 하면,

루트노드 10과 비교했을 때, 12가 더 큼으로 오른쪽 서브 트리로 이동

오른쪽 서브 트리의 루트노드 17과 비교했을 때, 12가 더 작음으로 왼쪽 서브 트리로 이동

왼쪽 서브 트리의 루트노드 14와 비교했을 때, 12가 더 작음으로 왼쪽 서브트리의 루트 노드로 연결

**3) 삭제(Delete)**

삭제는 3가지 케이스로 나눌 수 있다

a. 삭제할 노드의 자식 노드가 없을 때,

단순히 부모 노드와의 링크만 끊어 주면 된다

자바는 GC가 알아서 메모리 회수해주므로 링크만 끊으면 되지만

C/C++은 free() 사용해서 메모리 회수해줘야한다

b. 삭제할 노드의 자식 노드가 하나 있을 때,

삭제되는 노드의 자식 노드와 부모 노드를 연결하도록 링크만 조절하면 된다

c. 삭제할 노드의 자식 노드가 두 개 있을 때,

삭제할 노드의 값을 삭제하고 매꿔줘야하는데,

중위 순회했을 때 삭제할 노드의 바로 앞의 값이나 뒤의 값으로 연결해야 BST의 조건을 위배하지 않는다

바로 앞의 값은 왼쪽 서브 트리에서 가장 큰 값(서브트리에서 계속 오른쪽 서브트리를 탐색했을 때 단말 노드)

바로 다음 값은 오른쪽 서브트리에서 가장 작은 값(서브트리에서 계속 왼쪽 서브트리를 탐색했을 때 단말 노드)

값을 매꾸고 나서는 중복을 허용하지 않기 때문에 이전 위치의 단말 노드는 지워준다

package algorithm;

import java.util.\*;

class BinarySearchTree {

Node root;

public static class Node{

int data;

Node left, right;

public Node(int data) {

this.data = data;

}

}

// 탐색

public Node search(Node root, int key) {

// 단말 노드이거나 찾는 노드를 찾았을 때

if(root == null || root.data == key) return root;

// 찾는 값이 더 작을 때 -> 왼쪽 서브 트리 탐색

if(root.data > key) return search(root.left, key);

// 찾는 값이 더 큰 경우 -> 오른쪽 서브 트리 탐색

return search(root.right, key);

}

// 삽입

public void insert(int data) {

root = insert(root, data);

}

private Node insert(Node root, int data) {

// 저장할 위치를 찾았을 때

if(root == null) {

root = new Node(data);

return root;

}

// 저장할 값이 루트 노드보다 작다면 왼쪽 서브 트리로 NULL이 나올 때까지 재귀

if(data < root.data)

root.left = insert(root.left, data);

// 저장할 값이 루트 노드보다 크다면 오른쪽 서브 트리로 NULL이 나올 때까지 재귀

else if(data > root.data)

root.right = insert(root.right, data);

return root;

}

// 삭제

public void delete(int data) {

root = delete(root, data);

}

private Node delete(Node root, int data) {

// 삭제할 노드를 못 찾았을 때

if(root == null) return root;

// 삭제할 데이터가 작으면 왼쪽 서브트리로 이동

if(data < root.data) root.left = delete(root.left, data);

// 삭제할 데이터가 크면 오른쪽 서브트리로 이동

else if(data > root.data) root.right = delete(root.right, data);

// 삭제할 데이터를 찾았을 때

else {

// 삭제할 데이터의 자식 노드가 없을 때

if(root.left == null && root.right == null) return null;

// 삭제할 데이터의 자식 노드가 하나만 있을 때

else if(root.left == null) return root.right;

else if(root.right == null) return root.left;

// 삭제할 데이터의 자식 노드가 두개 있을 때

root.data = findMin(root.right); // 오른쪽 서브 트리에서 가장 작은 값으로 대체

// 대체한 값의 원래 위치에 있는 노드 삭제

root.right = delete(root.right, root.data);

}

return root;

}

// 오른쪽 서브트리에서 가장 작은 값 삭제

int findMin(Node root) {

int min = root.data;

while(root.left != null) {

min = root.left.data;

root = root.left;

}

return min;

}

public void inorder() {

inorder(root);

System.out.println("");

}

private void inorder(Node root) {

if(root != null) {

inorder(root.left);

System.out.print(root.data + " ");

inorder(root.right);

}

}

}

public class BST{

public static void main(String[] args) {

BinarySearchTree tree= new BinarySearchTree();

tree.insert(4);

tree.insert(2);

tree.insert(1);

tree.insert(3);

tree.insert(6);

tree.insert(5);

tree.insert(7);

tree.inorder();

tree.delete(5);

tree.inorder();

}

}

**3. 한계점**

BST는 삽입, 삭제, 탐색과정에서 모두 트리의 높이만큼 탐색하기 때문에 O(logN)의 시간 복잡도를 가진다

 문제는 트리가 편향트리가 되어버렸을 때 결국 배열과 다름 없어지고 시간 복잡도는 O(N)이 된다