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## {stringr}

The starwars dataset is loaded with the {tidyverse} and contains information from the Star Wars API on many Star Wars characters. For this Preparation, we will be focusing on the hair\_color, skin\_color, and eye\_color variables.

starwars

## # A tibble: 87 x 14  
## name height mass hair\_color skin\_color eye\_color birth\_year sex gender  
## <chr> <int> <dbl> <chr> <chr> <chr> <dbl> <chr> <chr>   
## 1 Luke S… 172 77 blond fair blue 19 male mascu…  
## 2 C-3PO 167 75 <NA> gold yellow 112 none mascu…  
## 3 R2-D2 96 32 <NA> white, bl… red 33 none mascu…  
## 4 Darth … 202 136 none white yellow 41.9 male mascu…  
## 5 Leia O… 150 49 brown light brown 19 fema… femin…  
## 6 Owen L… 178 120 brown, grey light blue 52 male mascu…  
## 7 Beru W… 165 75 brown light blue 47 fema… femin…  
## 8 R5-D4 97 32 <NA> white, red red NA none mascu…  
## 9 Biggs … 183 84 black light brown 24 male mascu…  
## 10 Obi-Wa… 182 77 auburn, wh… fair blue-gray 57 male mascu…  
## # … with 77 more rows, and 5 more variables: homeworld <chr>, species <chr>,  
## # films <list>, vehicles <list>, starships <list>

### Hair Color Frequencies

Looking at the frequencies of hair color for the Star Wars characters, we can see that some characters have multiple colors:

starwars %>%   
 drop\_na(hair\_color) %>%   
 group\_by(hair\_color) %>%   
 summarise(n = n()) %>%   
 arrange(n) %>%   
 print(n = length(hair\_color))

## Error in get\_n\_print(n, nrow(x)): object 'hair\_color' not found

Say that we wish to treat each color as a unique instance so if a character has two shades present in their hair, we would count each shade separately. What we need to do is separate the hair\_color column into individual columns, then restructure so that we have this information presented in a long format so that it will work within our data pipeline.

Notice that the most hair colors that a character has is two.

From the restructuring datasets materials earlier this semester, we would do the following (note that we are only *select*ing the column of interest to help focus the output):

restructure\_method <- starwars %>%   
 select(hair\_color) %>%   
 separate(hair\_color,   
 into = c("hair\_first", "hair\_second")) %>%   
 pivot\_longer(cols = everything(),   
 names\_to = "hair\_order",   
 values\_to = "hair\_color",   
 values\_drop\_na = TRUE) %>%   
 select(hair\_color)

## Warning: Expected 2 pieces. Missing pieces filled with `NA` in 79 rows [1, 4, 5,  
## 7, 9, 11, 13, 14, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, ...].

restructure\_method

## # A tibble: 85 x 1  
## hair\_color  
## <chr>   
## 1 blond   
## 2 none   
## 3 brown   
## 4 brown   
## 5 grey   
## 6 brown   
## 7 black   
## 8 auburn   
## 9 white   
## 10 blond   
## # … with 75 more rows

## Alternatively... so clean!  
#  
# starwars %>%   
# select(hair\_color) %>%   
# separate\_rows(hair\_color)

In the code chunk below, you are provided with a character vector of the original hair\_color column.

hair\_vector <- starwars %>%   
 pull(hair\_color)

Use {stringr} functions to *split* the multiple colors in the pipeline below (i.e., replace the two \_\_\_ with the appropriate code).

str\_hair <- hair\_vector %>%   
 str\_split(pattern = " ,") %>%   
 unlist() # converts the list to a vector  
  
str\_hair

## [1] "blond" NA NA "none"   
## [5] "brown" "brown, grey" "brown" NA   
## [9] "black" "auburn, white" "blond" "auburn, grey"   
## [13] "brown" "brown" NA NA   
## [17] "brown" "brown" "white" "grey"   
## [21] "black" "none" "none" "black"   
## [25] "none" "none" "auburn" "brown"   
## [29] "brown" "none" "brown" "none"   
## [33] "blond" "none" "none" "none"   
## [37] "brown" "black" "none" "black"   
## [41] "black" "none" "none" "none"   
## [45] "none" "none" "none" "none"   
## [49] "white" "none" "black" "none"   
## [53] "none" "none" "none" "none"   
## [57] "black" "brown" "brown" "none"   
## [61] "black" "black" "brown" "white"   
## [65] "black" "black" "blonde" "none"   
## [69] "none" "none" "white" "none"   
## [73] "none" "none" "none" "none"   
## [77] "none" "brown" "brown" "none"   
## [81] "none" "black" "brown" "brown"   
## [85] "none" "unknown" "brown"

The code chunk below is to compare your solution to the “old method”. You do not need to add any code; however, verify that you understand what the code is doing.

restructure\_table <- restructure\_method %>%   
 drop\_na(hair\_color) %>%   
 group\_by(hair\_color) %>%   
 summarise(n = n())  
  
str\_table <- tibble(hair\_color = str\_hair) %>%   
 drop\_na(hair\_color) %>%   
 group\_by(hair\_color) %>%   
 summarise(n = n())  
  
waldo::compare(restructure\_table, str\_table)

## `attr(old, 'row.names')[7:9]`: 7 8 9   
## `attr(new, 'row.names')[7:12]`: 7 8 9 10 11 12  
##   
## old$hair\_color | new$hair\_color   
## [1] "auburn" | "auburn" [1]   
## - "auburn, grey" [2]   
## - "auburn, white" [3]   
## [2] "black" | "black" [4]   
## [3] "blond" | "blond" [5]   
## [4] "blonde" | "blonde" [6]   
## [5] "brown" | "brown" [7]   
## - "brown, grey" [8]   
## [6] "grey" | "grey" [9]   
## [7] "none" | "none" [10]   
## ... ... ... and 1 more ...  
##   
## `old$n`: 3 13 3 1 19 3 37 and 2 more...  
## `new$n`: 1 1 1 13 3 1 18 1 1 37 ...

Did you get No differences?

#### Challenge: Skin Color

Can you get the frequencies of the separate values for the variable skin\_color?

str\_skin <- starwars %>%   
 pull(skin\_color) %>%   
 str\_split(pattern = ", ") %>%   
 unlist()  
tibble(skin\_color = str\_skin) %>%   
 drop\_na(skin\_color) %>%   
 group\_by(skin\_color) %>%   
 summarise(n = n())

## # A tibble: 21 x 2  
## skin\_color n  
## <chr> <int>  
## 1 blue 8  
## 2 brown 6  
## 3 brown mottle 1  
## 4 dark 6  
## 5 fair 18  
## 6 gold 1  
## 7 green 9  
## 8 green-tan 1  
## 9 grey 12  
## 10 light 11  
## # … with 11 more rows

## {forcats}

This will continue using the starwars dataset.

## Plot Frequencies of Eye Color

Plot a bar chart of the variable eye\_color. However, eye colors that have less than 2 observations should be *lump*ed into an “Other” color. You do not need to separate the values of eye\_color, but you must use {forcats} functions to create this plot.

starwars %>%   
 mutate(eye\_color = fct\_lump(eye\_color, prop = 0.03), # total of 87, 2 out of 87 < 3%  
 eye\_color = fct\_infreq(eye\_color), # put levels in dec. order  
 eye\_color = fct\_rev(eye\_color)) %>% # put levels in inc. order  
 ggplot(mapping = aes(x = eye\_color)) +  
 geom\_bar()

![](data:image/png;base64,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)

Update your plot, using additional {forcats} functions, so that the bars are ordered by the heights (experiement with increasing and decreasing bar heights).

## {lubridate}

You will not be working with any particular data set for these items.

### Calculate age

Update the my\_birthday object below to contain your birthdate in the specified format, then calculate your age in the *number of days*.

my\_birthday <- "1993-11-01"  
as\_datetime(today()) - as\_datetime(my\_birthday)

## Time difference of 10346 days

Calculate your instructor’s birthday in *number of weeks*

bradford\_birthday <- "December 17, 1985"  
(today() - mdy(bradford\_birthday)) %/% dweeks(1)

## [1] 1888

(today() - mdy(bradford\_birthday)) %/% ddays(7)

## [1] 1888

### Vector of days

Create a vector called first\_days\_2021 that contains the first day of every month in 2020. That is, this vector should contain "2021-01-01" through "2021-12-01". Do this using {lubridate} arithmetic. DO NOT hand type each date.

first\_days\_2021 <- as\_datetime("2021-01-01") + months(0:11)  
first\_days\_2021

## [1] "2021-01-01 UTC" "2021-02-01 UTC" "2021-03-01 UTC" "2021-04-01 UTC"  
## [5] "2021-05-01 UTC" "2021-06-01 UTC" "2021-07-01 UTC" "2021-08-01 UTC"  
## [9] "2021-09-01 UTC" "2021-10-01 UTC" "2021-11-01 UTC" "2021-12-01 UTC"

Using your first\_days\_2021 and {lubridate} functions, identify which day of the week these first days were (e.g., Monday). That is, "2021-01-01" occurred on a Friday so your output should say "Friday".

first\_days\_wday <- lubridate::wday(first\_days\_2021, label = TRUE)  
first\_days\_wday

## [1] Fri Mon Mon Thu Sat Tue Thu Sun Wed Fri Mon Wed  
## Levels: Sun < Mon < Tue < Wed < Thu < Fri < Sat

## Knitting

To download this file and then upload to Blackboard, do the following:

1. Knit your report and verify that it looks as you want it to (that is, graphs and other output are displaying as you intended),
2. On line 5, change the output from “html\_document” to “word\_document”,
3. Knit your report again to create your preparation10.docx file,
4. Download this document by checking the box next to this docx file in the **Files** pane (lower-right-hand pane), then click More > Export…