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**Abstract**

There have been many developments for utilizing neural networks to play and evaluate chess positions such as Stockfish, Leela Zero, and many other engines that utilize various neural network architectures including CNNs and text Transformers. As Transformers have been increasingly used for vision tasks, I propose a hybrid architecture of a Block-Recurrent Transformer and a Vision Transformer for evaluating chess positions in an engine called Knightingale that trains purely through recurrence rather than the common approach of reinforcement learning. While unable to beat the current state-of-the-art engine, Stockfish, its potential to learn the game of chess can be drastically improved with sufficient computational resources and training data.

1. **Introduction**

Chess is a complex game that has undergone much research in the realm of computer science due to its very high value of unique reachable positions, the approaches in tree searching algorithms to explore the game tree, and in terms of how to evaluate how good a position is for a player. Traditionally, hand-crafted heuristic functions, created based on knowledge of the game, were used to evaluate any given position. A simple heuristic function could be to count the material for each player.

In recent years, many approaches for evaluating a position have been developed with the use of neural networks, the current state-of-the-art being Stockfish.
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