# Module 6 - Assignment 2

## Black, Tyler

### Statistical Analyses

library(tidyverse)

## ── Attaching core tidyverse packages ──────────────────────── tidyverse 2.0.0 ──  
## ✔ dplyr 1.1.4 ✔ readr 2.1.5  
## ✔ forcats 1.0.0 ✔ stringr 1.5.1  
## ✔ ggplot2 3.5.1 ✔ tibble 3.2.1  
## ✔ lubridate 1.9.3 ✔ tidyr 1.3.1  
## ✔ purrr 1.0.2   
## ── Conflicts ────────────────────────────────────────── tidyverse\_conflicts() ──  
## ✖ dplyr::filter() masks stats::filter()  
## ✖ dplyr::lag() masks stats::lag()  
## ℹ Use the conflicted package (<http://conflicted.r-lib.org/>) to force all conflicts to become errors

library(readxl)  
Advertising <- read\_csv("Advertising.csv")

## Rows: 1000 Columns: 3  
## ── Column specification ────────────────────────────────────────────────────────  
## Delimiter: ","  
## dbl (3): ID, Rating, Group  
##   
## ℹ Use `spec()` to retrieve the full column specification for this data.  
## ℹ Specify the column types or set `show\_col\_types = FALSE` to quiet this message.

Insurance <- read\_csv("Insurance.csv")

## Rows: 1338 Columns: 7  
## ── Column specification ────────────────────────────────────────────────────────  
## Delimiter: ","  
## chr (3): sex, smoker, region  
## dbl (4): age, bmi, children, charges  
##   
## ℹ Use `spec()` to retrieve the full column specification for this data.  
## ℹ Specify the column types or set `show\_col\_types = FALSE` to quiet this message.

Perceptions <- read\_excel("Perceptions.xlsx")  
RespiratoryExchangeSample <- read\_excel("RespiratoryExchangeSample.xlsx")

### Regression and Correlation

*Regression analysis is a statistical method that allows you to examine the relationship between two or more variables of interest. Correlation analysis is a method of statistical evaluation used to study the strength of a relationship between two, numerically measured, continuous variables (e.g. height and weight). This particular type of analysis is useful when a researcher wants to establish if there are possible connections between variables.*

### Insurance Costs

*We would like to determine if we can accurately predict insurance costs based upon the factors included in the data. We would also like to know if there are any connections between variables (for example, is age connected or correlated to charges).*

### Correlations of bmi, age, children and cost

Insurance2 <- select(Insurance, age, bmi, children, charges)  
cor(Insurance2, use = 'everything', method = 'pearson')

## age bmi children charges  
## age 1.0000000 0.1092719 0.04246900 0.29900819  
## bmi 0.1092719 1.0000000 0.01275890 0.19834097  
## children 0.0424690 0.0127589 1.00000000 0.06799823  
## charges 0.2990082 0.1983410 0.06799823 1.00000000

library(corrplot)

## corrplot 0.92 loaded

library(RColorBrewer)  
Corr\_matrix <- cor(Insurance2, use = 'everything', method = 'pearson')  
corrplot(Corr\_matrix, type="upper", order="hclust",  
col=brewer.pal(n=8, name="RdYlBu"))

![](data:image/png;base64,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)

Based on the matrix and visuals, explain the results from your correlation matrix in a paragraph after the chunk of code. Are any of the variables highly correlated?  
**No, none of the variables are highly correlated to one another. Age and charges are the ‘the most’ correlated with a coefficient of .299, but this is not highly correlated**

### Regression Analysis

charges\_fit <- lm(charges ~ age + bmi + children, data = Insurance2)  
summary(charges\_fit)

##   
## Call:  
## lm(formula = charges ~ age + bmi + children, data = Insurance2)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -13884 -6994 -5092 7125 48627   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -6916.24 1757.48 -3.935 8.74e-05 \*\*\*  
## age 239.99 22.29 10.767 < 2e-16 \*\*\*  
## bmi 332.08 51.31 6.472 1.35e-10 \*\*\*  
## children 542.86 258.24 2.102 0.0357 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 11370 on 1334 degrees of freedom  
## Multiple R-squared: 0.1201, Adjusted R-squared: 0.1181   
## F-statistic: 60.69 on 3 and 1334 DF, p-value: < 2.2e-16

Write a paragraph after the code. Based on the results, which variables were significant and what particular significant variable had the largest impact on charges? Provide a summary after the chunk of code.  
**All the variables are significant in terms of their p-value, but children have the biggest impact on charges per its coefficient**

Insurance <- mutate(Insurance, gender=ifelse(sex=="female",1,0))  
Insurance <- mutate(Insurance, smoker2=ifelse(smoker=="yes",1,0))  
Insurance3 <- select(Insurance,age,bmi,children,charges,gender,smoker2)  
charges\_fit2 <- lm(charges ~ age + bmi + children + gender + smoker2, data = Insurance3)  
summary(charges\_fit2)

##   
## Call:  
## lm(formula = charges ~ age + bmi + children + gender + smoker2,   
## data = Insurance3)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -11837.2 -2916.7 -994.2 1375.3 29565.5   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -12181.10 963.90 -12.637 < 2e-16 \*\*\*  
## age 257.73 11.90 21.651 < 2e-16 \*\*\*  
## bmi 322.36 27.42 11.757 < 2e-16 \*\*\*  
## children 474.41 137.86 3.441 0.000597 \*\*\*  
## gender 128.64 333.36 0.386 0.699641   
## smoker2 23823.39 412.52 57.750 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 6070 on 1332 degrees of freedom  
## Multiple R-squared: 0.7497, Adjusted R-squared: 0.7488   
## F-statistic: 798 on 5 and 1332 DF, p-value: < 2.2e-16

After the code, provide an explanation of the new results. Does gender and smoking have an impact on cost?  
**All the variables except *gender* have an impact on charges. Smoking has the highest impact**

### Group Comparisons with t-tests

*The t-test is used to compare the values of the means from two samples and test whether it is likely that the samples are from populations having different mean values. This is often used to compare 2 groups to see if there are any significant differences between these groups.*

### Caffeine Impacts on Respiratory Exchange Ratio

*A study of the effect of caffeine on muscle metabolism used volunteers who each underwent arm exercise tests. Half the participants were randomly selected to take a capsule containing pure caffeine one hour before the test. The other participants received a placebo capsule. During each exercise the subject’s respiratory exchange ratio (RER) was measured. (RER is the ratio of CO2 produced to O2 consumed and is an indicator of whether energy is being obtained from carbohydrates or fats). The question you are trying to answer is whether caffeine impacts RER during exercise.*

summary(RespiratoryExchangeSample)

## Placebo Caffeine   
## Min. : 80.00 Min. :100.0   
## 1st Qu.: 85.00 1st Qu.:106.0   
## Median : 90.00 Median :110.5   
## Mean : 90.11 Mean :110.8   
## 3rd Qu.: 95.25 3rd Qu.:117.0   
## Max. :100.00 Max. :120.0

t.test(RespiratoryExchangeSample$Placebo,RespiratoryExchangeSample$Caffeine)

##   
## Welch Two Sample t-test  
##   
## data: RespiratoryExchangeSample$Placebo and RespiratoryExchangeSample$Caffeine  
## t = -33.742, df = 397.67, p-value < 2.2e-16  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -21.95369 -19.53631  
## sample estimates:  
## mean of x mean of y   
## 90.105 110.850

Finally, interpret your results in a paragraph following the code. You can examine the p-value to see if there was a significant difference between the groups.  
**Since the p-value is extremely large, we reject the null hypothesis in favor of the alternative hypothesis that the difference in means is not equal to 0 (the groups have different mean values)**

### Impact of Advertising

*You are a marketing researcher conducting a study to understand the impact of a new marketing campaign. To test the new advertisements, you conduct a study to understand how consumers will respond based on see the new ad compared to the previous campaign. One group will see the new ad and one group will see the older ads. They will then rate the ad on a scale of 0 to 100 as a percentage of purchase likelihood based on the ad. The question you are trying to answer is whether to roll out the new campaign or stick with the current campaign.*

summary(Advertising)

## ID Rating Group   
## Min. : 1.0 Min. : 0.00 Min. :1.000   
## 1st Qu.: 250.8 1st Qu.: 25.75 1st Qu.:1.000   
## Median : 500.5 Median : 53.00 Median :1.000   
## Mean : 500.5 Mean : 51.06 Mean :1.499   
## 3rd Qu.: 750.2 3rd Qu.: 76.00 3rd Qu.:2.000   
## Max. :1000.0 Max. :100.00 Max. :2.000   
## NA's :184

t.test(Rating ~ Group, Advertising, var.equal = TRUE)

##   
## Two Sample t-test  
##   
## data: Rating by Group  
## t = 1.2509, df = 814, p-value = 0.2113  
## alternative hypothesis: true difference in means between group 1 and group 2 is not equal to 0  
## 95 percent confidence interval:  
## -1.440198 6.501170  
## sample estimates:  
## mean in group 1 mean in group 2   
## 52.33827 49.80779

Finally, interpret your results in a paragraph following the code. You can examine the p-value to see if there was a significant difference between the groups. You are trying to answer the question if the new advertising campaign should move forward.  
**Since the p-value is quite large, we support the null hypothesis that the difference in means is equal to zero, and we discourage the new advertising campaign.**

### ANOVA

An ANOVA test is a way to find out if survey or experiment results are significant. In other words, they help you to figure out if you need to reject the null hypothesis or accept the alternate hypothesis. Basically, you’re testing groups to see if there’s a difference between them. Examples of when you might want to test different groups:

* A group of psychiatric patients are trying three different therapies: counseling, medication and biofeedback. You want to see if one therapy is better than the others.
* A manufacturer has two different processes to make light bulbs. They want to know if one process is better than the other.
* Students from different colleges take the same exam. You want to see if one college outperforms the other.

### Perceptions of Social Media Profiles

*This study examines how certain information presented on a social media site might influence perceptions of trust, connectedness and knowledge of the profile owner. Specifically, participants were shown weak, average and strong arguments that would influence their perceptions of the above variables. Using the dataset provided, the following code runs an ANOVA with post-hoc analyses to understand argument strength impacts on perceptions.*

anova1 <- aov(Trust ~ Argument, Perceptions)  
summary(anova1)

## Df Sum Sq Mean Sq F value Pr(>F)   
## Argument 2 26.59 13.293 16.34 2.4e-07 \*\*\*  
## Residuals 221 179.75 0.813   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

anova2 <- aov(Connectedness ~ Argument, Perceptions)  
summary(anova2)

## Df Sum Sq Mean Sq F value Pr(>F)   
## Argument 2 29.7 14.859 9.869 7.85e-05 \*\*\*  
## Residuals 221 332.7 1.506   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

anova3 <- aov(Knowledge ~ Argument,Perceptions)  
summary(anova3)

## Df Sum Sq Mean Sq F value Pr(>F)  
## Argument 2 0.47 0.2333 0.315 0.73  
## Residuals 221 163.67 0.7406

TukeyHSD(anova1)

## Tukey multiple comparisons of means  
## 95% family-wise confidence level  
##   
## Fit: aov(formula = Trust ~ Argument, data = Perceptions)  
##   
## $Argument  
## diff lwr upr p adj  
## strong-average -0.03333333 -0.3808438 0.3141771 0.9721584  
## weak-average -0.74855856 -1.0972410 -0.3998761 0.0000026  
## weak-strong -0.71522523 -1.0639077 -0.3665427 0.0000073

TukeyHSD(anova2)

## Tukey multiple comparisons of means  
## 95% family-wise confidence level  
##   
## Fit: aov(formula = Connectedness ~ Argument, data = Perceptions)  
##   
## $Argument  
## diff lwr upr p adj  
## strong-average -0.2733333 -0.7461312 0.1994645 0.3615643  
## weak-average -0.8736637 -1.3480561 -0.3992712 0.0000628  
## weak-strong -0.6003303 -1.0747228 -0.1259378 0.0087959

Examine the results in a paragraph after the code chunk, specifically looking at the p-value (Pr(>F)) to see which of the ANOVAs above were significant. You should see that two of these ANOVAs are significant  
**The ANOVAs that are significant are, Trust ~ Argument and Connectedness ~ Argument.**

Based on your post-hoc analysis, add some additional text to the paragraph explaining your results.  
**There are significant difference in Trust means between weak-average arguments and weak-strong arguments. Additionally, there are significant difference in Connectedness means between weak-average arguments and weak-strong arguments**