超越凭证填充：使用神经网络的密码相似性模型

摘要：

使用从一个网站泄漏的密码来破坏其他网站上关联账户的情况越来越常见，攻击者之所以能够进行这种有针对性的攻击，是因为用户在不同的网站上重复使用相同或者相似的密码。我们将针对性猜测攻击中的核心技术挑战重新定义为密码相似性建模任务。我们展示了如何使用泄漏了的14亿邮箱账户和密码来学习密码相似性模型。

在使用我们训练以后的密码相似性模型的情况下，我们对此展开了目前为止最具破坏性的针对性攻击。模拟表明，即使使用了最新的对策，只要攻击者知道他们的其他密码之一，我们的攻击就会在不到一千个猜测中入侵超过16％的用户的账户。我们通过大型大学认证服务的案例研究表明，这种攻击在实践中也是有效的。我们将继续通过个性化密码强度计（PPSMs）提出针对这种定向攻击的首次防御。这种密​​码强度值可以在用户选择容易受到攻击的密码时向用户发出警告，包括利用用户先前被盗用病被针对的密码。我们设计并构建了一个PPSM，可以将其压缩到小于3 MB使其易于部署，以便针对所有已知的猜测攻击来准确估计密码的强度。

1. 介绍

尽管反复呼吁用完全不同的身份验证机制替换密码，但今天密码仍然广泛使用，并有很大可能性在将来继续使用，尽管它们易于猜测，难以记住和难以正确键入。因为密码难以记住和键入，所以人们才会在不同网站重复使用相似的密码：将近40％的用户重复使用相同或相似的密码。密码重用和不断增加的密码泄漏使有针对性的猜测攻击成为越来越严重的威胁。有针对性攻击的最普遍形式为凭据填充，其中攻击者只是尝试使用在泄漏中发现的与该用户相关联的密码来登录用户的账户。到2017年底，互联网上已经分发了超过50亿个泄漏的账户；机器人驱动的凭证填充攻击占全球一些最大网站的登录流量的90％；这些攻击是账户接管的最大来源。

网站运营商有时会借助第三方服务（例如HIBP）帮助重置用户密码（如果发现其用户名或密码遭到破坏）。NIST现在正积极推行这种保护措施，即用户可以选择一些较小的被破坏密码作为其密码，但它只能防止凭据填充。少数学术著作研究了凭证填充的一般性，根据处理规则或概率性上下文无关文法（PCFG）选择泄漏的密码变体。研究表明，即使在用户重置密码后，这种有针对性的攻击仍可能会造成破坏，因为用户仍具有倾向于选择相似密码的趋势。我们使用凭据调整来应对提交泄露密码变体的攻击。

在这项工作中，我们将从人们选择的密码之间所将具有的相似性角度研究凭证填充攻击。我们探索使用现代机器学习技术对相似性进行建模的数据驱动方法。这样就产生了一种新的有针对性的密码猜测攻击，其性能优于以前的所有攻击，以及一种新型的密码强度计的设计，该强度值在强度估算中包括了针对目标攻击的脆弱性。简而言之，我们通过学习估计![](data:image/x-wmf;base64,183GmgAAAAAAAMAEAAIBCQAAAADQWAEACQAAA1YCAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAsAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAbYCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAfBwAAwUAAAAJAgAAAAIFAAAAFAJgATwBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAoAAADBQAAAAkCAAAAAgUAAAAUAmABAAQcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AgMkZAJc003ZAfdt2AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAACl5AAMFAAAACQIAAAACBQAAABQCYAFGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCAyRkAlzTTdkB923YAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAUAAAAwUAAAAJAgAAAAIFAAAAFAJgAcwBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAB3dzgBAAMFAAAACQIAAAACBQAAABQCTgFQAxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEE1UIEV4dHJhADrSdkAAAACAyRkAlzTTdkB923YAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAJRwAA58AAAAmBg8ANAFBcHBzTUZDQwEADQEAAA0BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINQAAIAgigAEAAAAAAAAAAPAQIAg3cAAgCBfAACAYN3AA8ABgAIAA8BAgCCKQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAPqRBYoAAAAKAKscZvqrHGb6kQWKACjTGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的模型来处理相似性，其中![](data:image/x-wmf;base64,183GmgAAAAAAAIABwAEDCQAAAABSXgEACQAAA2wBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdx0AAwUAAAAJAgAAAAIFAAAAFAJOAYwAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEAOtJ2QAAAAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAlHQADkgAAACYGDwAZAUFwcHNNRkNDAQDyAAAA8gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAYN3AA8ABgAIAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtABeRBYoAAAAKAJQdZheUHWYXkQWKACjTGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)是一个站点泄漏的密码，![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzIBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAd3kAA48AAAAmBg8AEwFBcHBzTUZDQwEA7AAAAOwAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDdwAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAkQWKAAAACgCIHWZWiB1mVpEFigAo0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)表示用户在另一网站选择的口令。然后，我们将估计这组条件概率分布（每个![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzIBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAd3kAA48AAAAmBg8AEwFBcHBzTUZDQwEA7AAAAOwAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDdwAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAkQWKAAAACgDgHWbs4B1m7JEFigAo0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)对应一个）作为学习任务，在这里我们使用包含14亿泄漏邮箱账户和密码的汇编。我们探索了各种启发式方法来识别数据集中单个用户使用的密码，最后将获取大量有关密码相似性的数据。我们首先使用该数据集来学习一种紧凑的生成模型，该模型使用序列到序列（seq2seq）算法捕获所有![](data:image/x-wmf;base64,183GmgAAAAAAAIABwAEDCQAAAABSXgEACQAAA2wBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAd3kAAwUAAAAJAgAAAAIFAAAAFAJOAYwAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEAOtJ2QAAAAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAleQADkgAAACYGDwAZAUFwcHNNRkNDAQDyAAAA8gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAYN3AA8ABgAIAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANORBYoAAAAKAH0dZtN9HWbTkQWKACjTGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的![](data:image/x-wmf;base64,183GmgAAAAAAAMAEAAIBCQAAAADQWAEACQAAA1YCAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAsAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAbYCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAfHkAAwUAAAAJAgAAAAIFAAAAFAJgATwBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAoAAADBQAAAAkCAAAAAgUAAAAUAmABAAQcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AgMkZAJc003ZAfdt2AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAACl5AAMFAAAACQIAAAACBQAAABQCYAFGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCAyRkAlzTTdkB923YAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAUHkAAwUAAAAJAgAAAAIFAAAAFAJgAcwBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAB3dzgBAAMFAAAACQIAAAACBQAAABQCTgFQAxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEE1UIEV4dHJhADrSdkAAAACAyRkAlzTTdkB923YAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAJXcAA58AAAAmBg8ANAFBcHBzTUZDQwEADQEAAA0BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINQAAIAgigAEAAAAAAAAAAPAQIAg3cAAgCBfAACAYN3AA8ABgAIAA8BAgCCKQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAPmRBYoAAAAKAAYdZvkGHWb5kQWKACjTGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)。这些在自然语言处理文献中广泛用于语言翻译和其他任务。在这里，我们将输入的“源”密码视为![](data:image/x-wmf;base64,183GmgAAAAAAAIABwAEDCQAAAABSXgEACQAAA2wBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAd3kAAwUAAAAJAgAAAAIFAAAAFAJOAYwAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEAOtJ2QAAAAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAlIAADkgAAACYGDwAZAUFwcHNNRkNDAQDyAAAA8gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAYN3AA8ABgAIAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOmRBYoAAAAKAMkWZunJFmbpkQWKACjTGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，并且模型学习如何生成新密码![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzIBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdx0AA48AAAAmBg8AEwFBcHBzTUZDQwEA7AAAAOwAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDdwAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAkQWKAAAACgD5HWYG+R1mBpEFigAo0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，以反映数据中看到的相似模式。但是，以这种方式使用seq2seq会导致结果不优于以前的攻击。因此我们采用了不同的方法，训练模型将其转换为![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzIBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdx0AA48AAAAmBg8AEwFBcHBzTUZDQwEA7AAAAOwAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDdwAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAkQWKAAAACgD5HWYf+R1mH5EFigAo0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)以预测所需的![](data:image/x-wmf;base64,183GmgAAAAAAAIABwAEDCQAAAABSXgEACQAAA2wBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAd3kAAwUAAAAJAgAAAAIFAAAAFAJOAYwAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEAOtJ2QAAAAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAleQADkgAAACYGDwAZAUFwcHNNRkNDAQDyAAAA8gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAYN3AA8ABgAIAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJSRBYoAAAAKAIEdZpSBHWaUkQWKACjTGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的修改。虽然看似等效，但事实证明这种方法更为有效。直观地，它使模型更好地集中于学习数据中发现的常见转换。我们将生成的算法称为密码路径（pass2path），该路径表示转换的顺序。

使用pass2path模型，我们建立了一个凭证调整攻击，通过模拟可以证明，如果他们另一个账户的密码出现了漏洞，该攻击可以在不到一千个猜测中破坏超过48％的用户账户。用于凭证调整攻击的基准算法可以猜测泄漏的密码，大约有40％是由于密码重用造成的。因此需要关注的是在凭据填充对策的情况下，我们的攻击效果如何。我们针对该情况执行（分离）模拟，该模拟表明我们的攻击可能会破坏16％的用户账户。这是以前最佳针对性攻击的1.2倍，是最佳非针对性攻击的3倍。

模拟可能无法准确地代表真实的效果，因此，我们通过与康奈尔大学（Cornell University）IT安全办公室（ITSO）合作，评估了对真实系统的凭据调整攻击。ITSO部署了凭证填充对策以及其他最新的防御措施。但是，基于pass2path的凭据调整攻击成功地在1000次尝试中猜中了泄露的15665个活跃的Cornell用户账户中超过8.4％的密码。我们在这里进行的实验不仅证实了在实践中进行凭据调整攻击的威胁性，而且还帮助我们领先于攻击者一步，并确定了成千上万个存在危险的Cornell账户并进行特殊监控。然而，强迫这些用户选择新密码并不一定会阻止攻击，因为他们最终可能会选择以前的密码的变体。

因此，我们引入了个性化密码强度计（PPSM）。这些参数会考虑用户的其他（泄露的）密码来估算密码的强度（不可猜测性）。我们使用基于神经网络的词嵌入技术创建了一个称为vec-ppsm的PPSM，它代表了另一种建模密码相似性的方法，该方法比pass2path更适合用作强度表。我们的PPSM可以在面对有针对性的猜测攻击时识别不安全的密码，并且可以与现有的密码强度表结合使用，以针对所有已知攻击提供准确的密码强度估计。同时在主体中我们讨论了vec-ppsm的各种部署设置。

总而言之，我们的贡献包括以下内容：

•我们将针对性猜测攻击中的核心技术挑战重新定义为密码相似性建模任务。这种观点使我们能够适应最先进的机器学习工具，并将其应用在公开可用的数十亿泄漏凭证。我们设计了一个模型pass2path，它可以准确地生成给定泄露密码![](data:image/x-wmf;base64,183GmgAAAAAAAIABwAEDCQAAAABSXgEACQAAA2wBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgASIAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHXIM3N1QAAAAIDJGQAnMHR1QH18dQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdxAAAwUAAAAJAgAAAAIFAAAAFAJIAZcAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEAM3N1QAAAAIDJGQAnMHR1QH18dQAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAlAAADkgAAACYGDwAaAUFwcHNNRkNDAQDzAAAA8wAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECBYTJA3cPAAYACAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAPC0AIoFAAAKAKURZvClEWbwtACKBSjTGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的用户可能选择的转换。

•使用pass2path，我们构建了迄今为止最有效的针对性密码猜测攻击。 仅在1000次猜测中，它就可以保护16％的用户账户免受凭据填充的侵害。

•我们在实践中首次衡量了有针对性的攻击，结果显示，尽管康奈尔大学(Cornell University)采取了应对凭证填充的对策，但仍有1316个正在使用的账户可能被我们的证书篡改攻击攻破。

•我们介绍了个性化密码强度计（PPSM）的概念。 我们使用词嵌入技术来构建PPSM，并展示如何将其用于帮助防止凭证篡改攻击。

1. 背景

**密码模型。**人类选择的密码之前已经使用自然语言处理(NLP)工具进行了分析。早期的例子包括使用马尔可夫模型来帮助改进基于字典的破解工具。随后提出了许多数据驱动的方法来使用密码泄漏来学习密码的语言模型。此外，还提出了许多利用密码泄漏来学习密码语言模型的数据驱动方法，其中Weir等人使用了概率上下文无关语法(PCFGs)，后来被Komanduri等人改进，在“通过有限的样本对对手进行建模以评估密码强度”中估计人为选择的密码的分布情况。 Ma等使用一些精心选择的参数对基于Markov模型的技术进行了改进，表明在用于生成大量密码时优于基于PCFG的模型。在2016年，Melicher等人使用递归神经网络（RNNs）和Hitaj等人提出使用深度生成对抗网络（GAN）对密码进行建模。

**密码猜测攻击。**密码模型的主要应用是训练暴力猜测攻击。此类攻击分为两大类：离线和在线。当攻击者获得某些用户密码的加密哈希值并尝试通过猜测和检查数十亿（甚至数万亿）的密码来尝试恢复用户密码时，就会发生脱机攻击。攻击者面临的主要挑战是生成密码猜测值![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA28BAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjARcBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMXm8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AgMkZAJc003ZAfdt2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5AAOaAAAAJgYPACoBQXBwc01GQ0MBAAMBAAADAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAEAAAAAAAAAAPAQIAg3cADwADABsAAAsBAA8BAgCIMQAADwABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAICRBYoAAAAKABUeZoAVHmaAkQWKACjTGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA28BAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAS8BHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AgMkZAJc003ZAfdt2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5AAOaAAAAJgYPACoBQXBwc01GQ0MBAAMBAAADAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAEAAAAAAAAAAPAQIAg3cADwADABsAAAsBAA8BAgCIMgAADwABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAM6RBYoAAAAKAJMdZs6THWbOkQWKACjTGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)...的有序列表，其真实用户密码很可能会提前出现。该列表中密码![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzIBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAd3kAA48AAAAmBg8AEwFBcHBzTUZDQwEA7AAAAOwAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDdwAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAkQWKAAAACgAKHmZwCh5mcJEFigAo0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)的索引称为密码的猜测等级(β)。

当攻击者使用登录界面或其他API针对某个账户提交猜测的密码时，就会发生在线攻击。由于现代身份验证系统会在几次失败尝试后锁定账户（例如10次），因此就攻击者可能做出的猜测而言，在线攻击比离线攻击的限制更大。但是，主要挑战是相同的。给定若干猜测或查询的q，攻击的成功概率就是我们所说的q成功率，记为λq。对于本研究，我们将重点放在在线设置上，将查询预算限制为1,000或更少。

大多数密码猜测文献都集中于非目标攻击，这些攻击以与被攻击账户无关的方式生成密码猜测序列。相反，针对性攻击则尝试利用有关被攻击账户的额外信息，凭据填充攻击将一个账户的泄露密码提交给另一个网站上的关联账户。这些问题引起了越来越多的关注，这在很大程度上是由于大量的密码泄漏：用户账户很可能与从另一个来源泄漏的至少一个账户相关联。

Das等人利用此类辅助信息进行了针对性攻击的第一项学术工作。他们表明，大约43％的用户在不同的网站上重复使用相同的密码。他们还手动开发了一种基于规则的算法，以通过用户其他密码之一的信息来猜测用户的密码。我们将这种凭证填充的一般化称为凭证调整，因为攻击者还会对泄露的密码进行修改。后来，Wang等人构建了个性化的PCFG模型，以基于个人信息（包括泄露的密码）来指导凭证调整。对于与在线猜测有关的少量查询预算，这些有针对性的攻击要胜过无目标的攻击。但是，这些现有技术不适合更好地利用现在可用的大量泄漏数据。我们将转向更现代的机器学习技术。

**密码强度计。**密码模型还用于开发强度值，它们最常被用作“助推”以帮助引导用户选择更强的密码。最初使用各种统计方法（例如Shannon熵）进行密码强度估计。这种方法有很多缺陷，请参见[28]，[29]。最近，可以通过在某种密码模型下计算密码的猜测等级来估算密码强度。给定密码模型，可以使用Dell和Filippone引入的蒙特卡洛技术有效地估计猜测等级。

1. 预备知识

用户为不同的账户选择相似和相关的密码，因此可以利用用户的一个密码的信息来更有效地猜测他们的其他密码。虽然可能有许多潜在因素会影响用户对密码的选择，例如其人口统计信息，网站内容的敏感性以及网站的密码策略，但先前的研究表明，用户的先前密码是用户选择密码的最主要因素。因此要了解密码之间的相似性，我们将只关注用户的密码，而不考虑选择密码的用户和选择密码的网站。如果用户经常选择两个密码，我们认为这两个密码是“相似的”。

在形式上，令Σ表示密码中允许的字符集（例如，所有ASCII字符），![](data:image/x-wmf;base64,183GmgAAAAAAAOAAwAEGCQAAAAA3XwEACQAAAzIBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAeAACwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAbHkAA48AAAAmBg8AEwFBcHBzTUZDQwEA7AAAAOwAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDbAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAkQWKAAAACgBCIGb6QiBm+pEFigAo0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)表示密码的最大允许长度（例如50）。令p表示用户为账户选择密码w∈∑∗的可能性。我们用W表示该分布的支持度。我们将两个密码![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzIBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdwAAA48AAAAmBg8AEwFBcHBzTUZDQwEA7AAAAOwAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDdwAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAkQWKAAAACgCBGWaxgRlmsZEFigAo0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)和![](data:image/x-wmf;base64,183GmgAAAAAAAIABwAEDCQAAAABSXgEACQAAA2wBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAd3kAAwUAAAAJAgAAAAIFAAAAFAJOAYwAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEAOtJ2QAAAAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAlIAADkgAAACYGDwAZAUFwcHNNRkNDAQDyAAAA8gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAYN3AA8ABgAIAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOmRBYoAAAAKAMkWZunJFmbpkQWKACjTGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)之间的相似性建模为条件概率![](data:image/x-wmf;base64,183GmgAAAAAAAMAEAAIBCQAAAADQWAEACQAAA1YCAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAsAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAbYCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAfB4AAwUAAAAJAgAAAAIFAAAAFAJgATwBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAoHgADBQAAAAkCAAAAAgUAAAAUAmABAAQcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AgMkZAJc003ZAfdt2AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAACl5AAMFAAAACQIAAAACBQAAABQCYAFGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCAyRkAlzTTdkB923YAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAUHkAAwUAAAAJAgAAAAIFAAAAFAJgAcwBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAB3dzgBAAMFAAAACQIAAAACBQAAABQCTgFQAxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEE1UIEV4dHJhADrSdkAAAACAyRkAlzTTdkB923YAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAJXcAA58AAAAmBg8ANAFBcHBzTUZDQwEADQEAAA0BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINQAAIAgigAEAAAAAAAAAAPAQIAg3cAAgCBfAACAYN3AA8ABgAIAA8BAgCCKQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAD6RBYoAAAAKANESZj7REmY+kQWKACjTGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，即假设用户选择密码![](data:image/x-wmf;base64,183GmgAAAAAAAIABwAEDCQAAAABSXgEACQAAA2wBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAd3kAAwUAAAAJAgAAAAIFAAAAFAJOAYwAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEAOtJ2QAAAAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAlIAADkgAAACYGDwAZAUFwcHNNRkNDAQDyAAAA8gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAYN3AA8ABgAIAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOmRBYoAAAAKAMkWZunJFmbpkQWKACjTGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)∈W的情况下，则用户选择密码![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzIBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdwAAA48AAAAmBg8AEwFBcHBzTUZDQwEA7AAAAOwAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDdwAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAkQWKAAAACgCBGWaxgRlmsZEFigAo0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)∈W。我们可以扩展相似性的定义，以考虑用户过去的多个密码![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA6cBAAACAJsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjARcBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMXm8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AgMkZAJc003ZAfdt2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5AAMFAAAACQIAAAACBQAAABQCbgGMABwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEE1UIEV4dHJhADrSdkAAAACAyRkAlzTTdkB923YAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAJXkAA5sAAAAmBg8ALAFBcHBzTUZDQwEABQEAAAUBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgGDdwAPAAYACAAPAQMAGwAACwEAAgCIMQAAAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCkkQWKAAAACgBtEGakbRBmpJEFigAo0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA6cBAAACAJsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAS8BHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuABjKGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMgC8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AGMoZAJc003ZAfdt2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5AAMFAAAACQIAAAACBQAAABQCbgGMABwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEE1UIEV4dHJhADrSdkAAAAAYyhkAlzTTdkB923YAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAJQAAA5sAAAAmBg8ALAFBcHBzTUZDQwEABQEAAAUBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgGDdwAPAAYACAAPAQMAGwAACwEAAgCIMgAAAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDMkQWKAAAACgD1EWbM9RFmzJEFigDA0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，...，并计算用户选择![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzIBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdwAAA48AAAAmBg8AEwFBcHBzTUZDQwEA7AAAAOwAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDdwAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAkQWKAAAACgCBGWaxgRlmsZEFigAo0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)的概率。在这种情况下，我们可以将密码的条件概率分布建模为![](data:image/x-wmf;base64,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)

先前的研究隐式地尝试使用人工策划的规则或使用概率上下文无关文法（PCFG）来理解人为选择的密码的相似性。近年来，神经网络已被证明对于许多自然语言任务非常有效，例如理解单词的相似性或将自然语言文本从一种语言翻译为另一种语言。我们采用基于神经网络的NLP工具来对密码相似性进行建模。使用这些工具，我们可以建立更有效的攻击和针对目标攻击的有效防御。

**密码相似模型的应用。**如果攻击者可以从其他网站访问用户的密码，则可以使用良好的密码相似度模型对用户进行有针对性的攻击。这种模型对于创建针对最新目标攻击的防御措施也很有用。客户端应用程序可以通过查看![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzIBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdwAAA48AAAAmBg8AEwFBcHBzTUZDQwEA7AAAAOwAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDdwAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAkQWKAAAACgCBGWaxgRlmsZEFigAo0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)与用户其他各种密码之间的相似性来警告/阻止用户选择密码![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzIBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdwAAA48AAAAmBg8AEwFBcHBzTUZDQwEA7AAAAOwAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDdwAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAkQWKAAAACgCBGWaxgRlmsZEFigAo0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，从而在面对有针对性的攻击时减少危险。密码相似性的另一种应用可以是纠正密码输入错误，因为输入错误通常包含相似的密码。

尽管密码相似性的所有这些应用都需要学习条件概率分布，但是它们需要的是与训练模型不同的接口。例如，要构建有针对性的攻击，必须能够有效地枚举条件概率分布以生成猜测。但是，在使用密码强度计的情况下，我们不需要有效的枚举功能。因此，我们针对两种不同的密码相似性模型。

第一个模型是生成模型，使用之前提出的用于语言翻译的序列到序列样式模型（seq2seq）构建。给定密码![](data:image/x-wmf;base64,183GmgAAAAAAAIABwAEDCQAAAABSXgEACQAAA2wBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAd3kAAwUAAAAJAgAAAAIFAAAAFAJOAYwAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEAOtJ2QAAAAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAlIAADkgAAACYGDwAZAUFwcHNNRkNDAQDyAAAA8gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAYN3AA8ABgAIAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOmRBYoAAAAKAMkWZunJFmbpkQWKACjTGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，这个模型可以用于按条件概率![](data:image/x-wmf;base64,183GmgAAAAAAAMAEAAIBCQAAAADQWAEACQAAA1YCAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAsAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAbYCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAfAAAAwUAAAAJAgAAAAIFAAAAFAJgATwBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAofgADBQAAAAkCAAAAAgUAAAAUAmABAAQcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AgMkZAJc003ZAfdt2AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAACkAAAMFAAAACQIAAAACBQAAABQCYAFGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCAyRkAlzTTdkB923YAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAUAAAAwUAAAAJAgAAAAIFAAAAFAJgAcwBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAB3dzgBAAMFAAAACQIAAAACBQAAABQCTgFQAxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEE1UIEV4dHJhADrSdkAAAACAyRkAlzTTdkB923YAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAJX4AA58AAAAmBg8ANAFBcHBzTUZDQwEADQEAAA0BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINQAAIAgigAEAAAAAAAAAAPAQIAg3cAAgCBfAACAYN3AA8ABgAIAA8BAgCCKQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHeRBYoAAAAKANcgZnfXIGZ3kQWKACjTGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)降序的列举类似的密码。

我们训练的第二个模型基于词嵌入技术，通常被用来理解词之间的相似性。此模型对于获得一对密码之间的相似性评分（代表条件概率）很有用，但是对于仅给定一个输入密码的情况无法枚举相似密码。尽管生成模型也可以用于获得相似性评分，但嵌入模型足以构建强度计。正如我们在第VII节中所示，嵌入模型比生成模型更容易训练，并且更有效地计算密码之间的相似性评分。

**密码泄露数据集。** 我们用于学习密码相似性的数据集是随时间推移泄露的各种密码集合。 该数据集最早是由4iQ在Dark Web中发现的。数据集包括14亿个邮箱账户密码对，11亿个唯一电子邮件和4.63亿个唯一密码。 数据集的管理者（未知）删除了重复的电子邮箱账户密码对。

尽管我们不知道用于编译此数据集的确切泄漏情况，但该文件夹包含名为“ imported.log”的文件，该文件指示所有泄漏主要是在2017年12月5日之前。 列出的泄漏包括Linkedin，Myspace，Badoo，Yahoo，Twitter，Zoosk，Neopet等。尽管没有官方方法可以保证泄漏的真实性，但一些研究人员已验证了一部分密码是合法的。 （令人担忧的是，泄露中出现了两位作者的密码）

**数据集清洗**。数据集中的几个密码是完整的哈希值。为了清理数据集，我们删除了任何包含20个或更多字符的子字符串(只包含十六进制字符)。这种方法删除了150万个密码。我们还删除了包含非ASCII字符的密码以及长度超过30个字符或少于4个字符的密码。总体而言，我们删除了260万个密码（占0.6％），将有效密码的数量减少到4.604亿。我们还发现4,528个用户与数千个密码相关联。这些不太可能是真实用户的密码，因此我们删除了这些帐户。

干净数据集中最受欢迎的密码（123456）被所有用户的0.9％使用。因此，密码分配的最小熵为6.68bit。 q-成功率![](data:image/x-wmf;base64,183GmgAAAAAAAMABYAICCQAAAACzXQEACQAAA3ABAAACAJsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAsABCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAQEBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAcR+8AQUAAAAUAoABNAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdsg60nZAAAAAgMkZAJc003ZAfdt2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGwIAAObAAAAJgYPACsBQXBwc01GQ0MBAAQBAAAEAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAEAAAAAAAAAAPAQIEhLsDbA8AAwAbAAALAQAPAQIAg3EAAA8AAQEAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AVJEFigAAAAoA2QhmVNkIZlSRBYoAKNMZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)定义为攻击者对每个帐户可以进行q次猜测的预期成功概率，它的上限是q个最可能密码的概率之和。对于我们的数据集![](data:image/x-wmf;base64,183GmgAAAAAAAIACYAIBCQAAAADwXgEACQAAA7ABAAACAKgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAoACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAgAABgIAAAUAAAAJAgAAAAIFAAAAFAK1AcYBHAAAAPsCX/8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMwBCAQUAAAAUAhgC6QAcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AgMkZAJc003ZAfdt2AAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAADEwbwC8AQUAAAAUAoABNAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdsg60nZAAAAAgMkZAJc003ZAfdt2AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGwAAAOoAAAAJgYPAEYBQXBwc01GQ0MBAB8BAAAfAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAEAAAAAAAAAAPAQIEhLsDbA8AAwAbAAALAQAPAQIAiDEAAgCIMAAPAAMAHAAADAEBAQAPAQIAiDMAAAAACw8AAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCnkQWKAAAACgBcI2anXCNmp5EFigAo0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) = 0.11。这些值与先前工作报告的密码分配一致。图1显示了清理后的数据集中有关密码的组成和长度的统计信息。超过88％的密码长度在6和12之间，而80％的密码仅包含小写字母。

|  |  |  |
| --- | --- | --- |
| 属性 | 值 | 百分比 |
| 长度 | 3-5  6-8  9-12  13-50 | 2  48  40  10 |
| 构成 | 仅含小写  仅含大写  仅含字符  仅含数字  仅含特殊字符  仅含字母和数字  至少包含一个字母、一个数字和一个特殊字符 | 80  3  38  8  <0.1  55  5 |

图1：清洗后数据中密码长度和组成的分布。

**加入帐户。**泄漏数据集包含电子邮件密码对形式的帐户凭据，并删除了重复的对。我们要合并帐户以查找属于单个用户的帐户集,这将为我们提供与用户对应的密码列表。我们探索了三种启发式方法来合并帐户，如下所述

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
| 用户数量（百万）  密码数量（百万） |  | 146  183 | 195  210 | 174  190 |
| 每位用户的密码 | 2  3  ≥4 | 77.0  15.5  7.5 | 57.1  19.1  23.8 | 74.9  16.3  8.8 |
| 密码重用率 |  | 0.0 | 30.3 | 39.7 |
| 编辑距离 | 1  2  3  ≥4 | 9.4  5.2  3.3  82.1 | 6.8  3.9  2.4  86.9 | 9.1  5.9  3.2  81.8 |

图2：三种帐户加入技术下的数据集比较

注：电子邮件地址（![](data:image/x-wmf;base64,183GmgAAAAAAAAADgAICCQAAAACTXwEACQAAA6gBAAACAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAgADCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAgAANQIAAAUAAAAJAgAAAAIFAAAAFAL0AHUBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAARSW8AQUAAAAUAgMCdwEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AgMkZAJc003ZAfdt2AAAAAAQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAGZ1bGw+AG8APgC8AQUAAAAUAqABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AgMkZAJc003ZAfdt2AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAER5AAOdAAAAJgYPAC8BQXBwc01GQ0MBAAgBAAAIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDRAADAB0AAAsBAAIAg2YAAgCDdQACAINsAAIAg2wAAAEAAgCDRQAAAAAA/woAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAMaRBYoAAAAKAOslZsbrJWbGkQWKACjTGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)），用户名（![](data:image/x-wmf;base64,183GmgAAAAAAAAADgAICCQAAAACTXwEACQAAA6gBAAACAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAgADCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAgAANQIAAAUAAAAJAgAAAAIFAAAAFAL0AFoBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAVXm8AQUAAAAUAgMCdwEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AgMkZAJc003ZAfdt2AAAAAAQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAGZ1bGw+AG8APgC8AQUAAAAUAqABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AgMkZAJc003ZAfdt2AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAER5AAOdAAAAJgYPAC8BQXBwc01GQ0MBAAgBAAAIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDRAADAB0AAAsBAAIAg2YAAgCDdQACAINsAAIAg2wAAAEAAgCDVQAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHyRBYoAAAAKALIgZnyyIGZ8kQWKACjTGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)）和电子邮件和用户名的组合（![](data:image/x-wmf;base64,183GmgAAAAAAAAADgAICCQAAAACTXwEACQAAA6gBAAACAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAgADCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAgAANQIAAAUAAAAJAgAAAAIFAAAAFAL0AHIBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIDJGQCXNNN2QH3bdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAATXm8AQUAAAAUAgMCdwEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AgMkZAJc003ZAfdt2AAAAAAQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAGZ1bGw+AG8APgC8AQUAAAAUAqABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AgMkZAJc003ZAfdt2AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAEQjAAOdAAAAJgYPAC8BQXBwc01GQ0MBAAgBAAAIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDRAADAB0AAAsBAAIAg2YAAgCDdQACAINsAAIAg2wAAAEAAgCDTQAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANKRBYoAAAAKABEhZtIRIWbSkQWKACjTGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)）。 我们仅考虑具有至少两个泄露密码的用户。 最后一组行给出了在指定的编辑距离内来自同一用户的不同密码的分数。 除前两行外，所有值均为百分比（％）。