基于机器视觉的人体运动类型识别

摘要

本文提出用基于深度训练的机器视觉模型，在只使用由 Kinect 采集回来的人体骨架的运动数据的条件下进行人体运动类型的识别。使用由 Kinect 采集回来骨架模型是因为它具有数据容易获取，数据维度少的特点，可以方便存储、传输。而文章中的这个识别模型在训练时除了 CAD-60 数据集提供的人体骨架数据，没有使用任何的先验知识来进行人体运动类型的识别。这样子可以减少在数据的预处理阶段中人工的干预，只由机器自己来进行特征的提取，这样子可以减少人工提取特征时出现的错误。这也能使最终的模型的泛化性更优秀，鲁棒性更好。从而让模型对人体运动类型有更好的理解与识别。模型上，本文测试了卷积神经网络、自编码器、降噪自编码器、限制玻耳兹曼机以及混合的多种结构，并实验了多种网络训练上的用来加强效果的算法，比如一些正规化的方法和其他新的激活函数，最后选择了卷积神经网络作为自动特征提取的模型，并在其后面配合上多层感知机来进行分类。\关键字：人体运动类型识别，CAD-60 数据集，深度训练，卷积神经网络，自编码器，限制玻耳兹曼机，Kinect

HUMAN ACTION RECOGNITION BASE ON COMPUTER VISION

Abstract

We propose in the paper a computer vision model base on deep learning, which can recognize the human action only base on the data source in the skeletons of the human from Kinect. Using the skeletons from Kinect is because it is easy to get, to store and to transfer, and it has the less order of the data. This model only use the human skeletons data from the CAD-60 dataset to recognize the human action without using any prior knowledge. It can reduce the works from the human on the stage of preprocessing and hand the feature extraction to the computer, which can reduce the error from the human-engineer. It can also improve generalization performance and robustness of the model, And give the a understanding of the human action. In the paper, we do the experiment on with convolutional neural networks, autoencoder, denoising autoencoder, Restricted Boltzmann Machines and the some of their mixture, and it also do some experiments for the tricks which can improve the nerual network, such as some regularization methods or other activation functions. In the end, we choose the convolutional neural networks for the feature extraction. And use the multilayer perceptron as the follow classifier.\keywords: Human action recognition, CAD-60 dataset, deep models, convolutional neural networks, autoencoder, Restricted Boltzmann Machines, Kinect

计算机自动去理解人类的行为、动作还有跟环境之间的交流互动，在近年来逐渐地成为了一个热门的领域，因为这个技术在很多领域都有可以使用的地方。比如现代社会快速的生活节奏和巨大的工作压力，严重影响着个人的身体健康。科学的运动可以提高身体素质增强运动能力，进而降低患病的风险(尤其是一些慢性疾病），例如糖尿病、血脂异常、高血压等。而进行科学运动的前提是实现人体运动类型的准确识别。 在信息安全领域，通过智能监控的方式利用计算机自动对视频中人体的运动类型进行识别从而为监控或者案件侦破提供依据也具有着重要的意义和广泛的用途。 在人机交互领域可以通过手势、身体姿态等信息对除了辅助交互输入设备以及自然语言分析进行补充，提高计算机和人进行交互的能力，使之更有趣。 在大型的图像数据库或者互联网上的信息中还可以利用人体运动类型的识别，对部分信息进行标注和理解，进而提供搜索和训练的能力。 本课题的任务是通过使用深度训练的相关理论，尝试构造用基于深度训练的机器视觉模型，应用于人体运动类型的识别，从而让模型对人体运动类型有更好的理解与识别。

首先，对于人体运动识别的数据的来源存在着几种不同的种类{[}1{]}。例如由 RGB 摄像机、距离传感器或其他遥感的方式。使用深度传感器来进行人体运动识别的发展始于 80 年代初。过去的研究主要集中在训练和认识到从视频序列(可见光相机）所采集的数据中。可见光视频的主要问题是从单目视频传感器捕捉得到的人体运动存在相当大的损失。由于视频天生的对的人体行为识别的限制，尽管已经有了过去几十年的努力，但通过视频来识别人体运动，仍然是非常具有挑战性的。 而得益于近期发布的成本低廉的深度传感器，我看到了和 3D 数据相关的研究越来越多了。从过去的 20 年里，我获得 3D 数据的方法，一共分为三类。一种方法是通过使用基于标记的动作捕捉系统，如 MoCap。 第二种方式是通过立体视觉： 从多个角度捕获 2D 图像序列，通过从多个视图来重建三维信息。第三种方式是使用距离传感器（使用类似 TOF 原理的传感器）。深度相机在过去几年里取得迅速的发展。最近出现的深度照相机可以在相对低廉的成本和较小的尺寸里给我提供较高的帧率和分辨率，这导致出现了许多新的研究中的动作识别都是采用的三维数据。

基于视觉的人体动作识别里有四个主要的问题。第一个问题的挑战性比较小 {[}2{]} {[}3{]}：闭塞、 杂乱的背景、 阴影和不同光照条件会让运动难以分割或者被错误地识别。这是从 RGB 视频行为识别的一大难点。引入 3D 数据可以在很大程度上通过提供现场的结构信息，从而缓解这个问题。第二个是视角的变换{[}2{]} {[}4{]} {[}5{]} 和 {[}6{]}。相同的操作可以从不同的角度产生不同的``外观''。传统的 RGB 相机解决这一问题的方法主要是引入多个同步的摄像机，同时获得多个视角的图像，但对于某些应用程序，这不是件容易的事。不过对于三维运动捕捉系统，这不是一个严重的问题。而如果通过深度图像来进行识别的话，这个问题也会有部分被缓解，因为从轻微旋转的视角的外观可以推断深度的信息。这一点并不完全解决问题，因为摄像机始终还只是在对象的一侧上，这个距离图像只提供了部分的信息，还是没有人知道这个对象的另一面是什么样子的。如果可以运用单一深度相机来精确地推断出人的骨架模型，则可以通过骨架模型的信息来构造一种视图不变识别的算法。第三个问题是放缩上的差异，因为人离相机的距离的不同会影响主体的大小从而影响运动的识别。而在 RGB 视频中，这可以通过在多个尺度下的{[}7{]} 特征提取解决了。而在深度视频中，这可以很容易调整，因为真正的主体的 3D 尺寸直接是已知的。第四个问题是同一种类内的变异性和不同种类之间的相似性问题{[}8{]}。人可以通过不同的身体部位在不同的方向上做动作，但不同的方向和两个动作仅只有只由非常细微的细节来区分。而这个不管对于使用哪种数据的来源的算法来说都仍然是一个非常困难的问题。\前三个问题基本上都可以通过使用三维空间上的图像或者类似骨架之类的模型来解决，所以本文使用的数据来源是由传感器采集计算直接得到的骨架数据。

从各种论文来看，相关研究的重点都是集中在寻找合适的特征，如时空趣点特征STIP{[}9{]}、骨架模型{[}9{]}{[}10{]}{[}11{]}、方向梯度直方图(HOG:Histogram of oriented gradients){[}12{]}{[}13{]} 、 光流场方向直方图(HOF:Histograms of Optical Flow){[}12{]}{[}14{]}{[}15{]}、EigenJoints{[}16{]}等特征或者是它们的一些拓展和变形，如方向HOF{[}17{]}，以及根据这些特征进行进一步的组合来产生更高级的特征。\然后把这些特征通过分类器如贝叶斯模型{[}16{]}{[}18{]}、k近邻kNN{[}19{]}、支持向量机 SVM{[}12{]}{[}19{]}{[}20{]}{[}14{]}{[}21{]}{[}22{]}、隐马尔可夫模型 HMM{[}19{]}{[}11{]}来进行有监督的训练得到分类。分类器之间也可以通过串联{[}16{]}或者并联（票决、加权）来加强分类的效果。

上一节所说到的特征的选取或者是计算一般是通过人工方式得到的。而这种人工方式得到的特征对应用的领域有较强的依赖性，也就是说，换一个研究的问题之后可能同样的特征就不能再适用了。\而深度训练{[}23{]}的提出，某种程度上解决了这些关于特征提取的这些问题。 模仿出人脑表征信息的高效和鲁棒性一直是近几十年来人工智能研究中的一个核心。而人类不仅每时每刻都暴露在由感官接收的无数的数据中，而且还能够通过某些方法捕捉到这些数据关键的部分来让自己能够以简单的方式在未来使用。早在五十年前，提出了动态规划理论以及开创了最优化控制领域的 Richard Bellman 就曾断言，数据的高维度是在人工智能科学和工程应用中的根本障碍。其中主要的困难，尤其是在模式分类的应用中，就是数据训练的难度会随着数据维度的线性增长，发生指数级的增长{[}24{]}。而克服这个问题的主流方法就是以一定的方式(比如分类器、SIFT 算法）对数据进行预处理来减少数据的维度，这样数据就可以被有效地处理。这种减少维度的做法一般被称为特征提取。因此，可以认为，在很多模式识别系统的背后的智能其实被转移到了人工的特征提取处理上去了，而这种人工的做法有时会很困难而且会高度依赖于具体的应用场景{[}25{]}。此外，如果不完整或者错误的特征被提取出来了，那么分类处理的性能就会从根本上受到限制。 最近，神经科学在哺乳类动物大脑上的新发现告诉我，我可以通过一个复杂的深层网络结构来对数据自动地进行预处理。这就是深度训练的基本来源。

得益于 Microsoft Kinect 的发布，通过它采集、处理 RGB-D 图像并提取出人体骨架模型的做法已经非常的流行，而且它也能有效地对原数据进行了第一步的特征提取，所以本文的算法是基于由 Kinect 采集出来的人体骨架数据来进行研究的。\在这一章里，我先是总结了几种特征提取的模式，然后主要阐述了一些用来对原数据进行非人工的特征提取的方法，并对各种方式进行了实验，列出了对比的数据，最终选择了卷积神经网络来进行特征的自动提取。

这种模式是指是使用一些人工设计的，由人对源数据的理解所构造的算法来进行特征提取如之前说过的骨架模型、时空特征点之类的方法。也就是在识别的模型里加入一些人对数据的理解的先验的知识来加强模型的效果。这种方式会随着不同的数据或者不同的应用领域而改变，每换一个领域可能都需要使用人的知识和能力来进行训练、归纳和总结，然后选择一个特征提取的方式，如下图所示\\图1.人工特征提取

这个类型主要是使用无监督训练的方法如限制玻耳兹曼机 RBM，自编码器，或者一些类似主要成分分析 PCA 的算法，在不需要数据集带有标签的前提下能够对数据的特征进行提取，发现特征内在的信息，从而减少数据的冗余，减少数据的维度。而这类型的模式如下图所示\\图2.无监督特征提取

这个类型是使用有监督训练的方法，在特征提取里面把标签的信息也考虑进去，从而使特征提取的结果更有针对性，对后面的分类更有利，这类型里的算法有 CNN 卷积神经网络，过程则如下图所示\\图3.有监督特征提取

主要成分分析{[}26{]}{[}27{]} 里的假设是，在数据里变化最大的那些因素就是最有价值的因素，因此，只要把输入的数据的空间找到一个变换，这个变换可以把数据里变化最大的因素提取出来，其他变化不那么大（利用价值比较小）的舍弃不看，就可以降低数据的维度，从而减少后面的计算的难度了。\首先要做的是数据的预处理，也就是数据的均值中心化和方差归一化：\1.数据的均值中心化，也就是把数值变化范围的中心移至 0 处:\[ x^{(i)} = x^{(i)} - = x^{(i)} - \_{i=1}^m {x^{(i)}}] 2.数据的方差归一化:\[ x\_j^{(i)} = x\_j^{(i)} / \_j = x\_j^{(i)} / ]

然后进行 PCA 核心环节：\1.首先求协方差矩阵： [= \_{i=1}{m}(x{(i)})(x{(i)})T] 2.求得协方差矩阵的特征向量(U)并按特征值(\_n)从大到小依次排列得到：\[U=[u\_1 u\_2 .... u\_n]] 3.按照一定的方法取 (k) ，比如一个常见的经验法则是选择 (k) 以保留99%的方差： [ >= 0.99]\4.取前 (k) 个特征值对应的特征向量，组成新的特征向量矩阵(U')。并与 (x) 相乘，得到新的降维后的数据 (x')：\[U' = [u\_1 u\_2 .... u\_k]] [x' = U'^T \* x]

一个自编码器{[}28{]}{[}29{]}会对一个输入 (x∈[0, 1]^{d}) 经过一次线性变换之后得到一个确定的表达 (y∈[0,1]^{d′}) :\[y = s(Wx + b)]\这其中的 (s) 是非线性环节，比如 sigmoid 函数。然后，这个潜在的对输入的表达 (y) （或者说编码），会被再一次地重新映射（或者说解码）到一个和 (x) 一样结构大小的重建出来的 (z)。（上述的式子没有使用矩阵变换的形式）。这里的 (z) 应该视为在 (y) 的表达下的 (x) 的一种预测。而重建的里面的 (W') 可以限制为正向映射的 (W) 的倒置：(W'=W^T)。而这个模型的参数（比如 (W',b,b')）可以通过使平均重建误差最小化来进行优化。\重建误差可以通过很多方法进行测量，这个依赖于编码的输入的分布。传统的\[L(xz) = ||x-z||^2]\也是可以使用的。\这里面的 (y) 是输入的数据的空间中的主要因子的一个表达。这个跟主要成分分析中的捕捉输入数据空间的主要因子非常类似。而事实上，如果中间的隐含层（编码）是一个线性变换而且是使用均方误差来训练网络的话，有 (k) 个隐含单元就意味着其实是在找出原数据的前 (k) 主要成分。但是如果隐含层是非线性的话，自编码器就跟 PCA 很不一样了，因为它还具备了捕捉输入数据里多模态的部分。

卷积神经网络 CNNs {[}30{]}{[}31{]}是一个专门为二维数据(例如图片和视频）设计的多层神经网络的系列。 CNNs 是第一种真正意义上成功的深度训练方法，它能够成功地用一种鲁棒的方式训练出多层的神经网络。相比起普通的多层神经网络，卷积神经网络有很多独有的特点。

卷积神经网络利用了空间的局部相关性，相邻两层之间只进行了局部的连接，而不是像多层感知机 MLP 一样使用全连接的方式。换句话说，隐层 m 的单元的输入来自于层 m-1 在空间上连续的感受野的单位的一个子集。具体的如下图所示：\\图4.稀疏连接

想象一下，层 m-1 是输入，而在上面的图中，层 m 的单位感受野宽度为 3 ，因此层 m 的每个神经元只连接到输入层的 3 个相邻的神经元。在层 m＋1 中也有与下方图层类似的连接性。我说他们的感受野宽度也是 3，但实际上他们相对于输入的层 m-1 的感受野的是 5。就是说每个 层m 里的单元都会响应在其关于视网膜的感受野的变化。这个层级结构确保了训练出来的 filter 可以对来自于局部空间的输入产生最强烈的反应。因此，也正如上面所说的，叠加这种层级的结构会导致（非线性）的 filter，可以使它越到后面的层，响应对应的输入感受野更大。例如，在隐藏图层 m + 1 单元可以编码 5 宽度 （以像素的空间） 的非线性特征。\这种连接的编码方式，比起普通的全连接的神经网络显然可以有效地减少连接的数量，从而能容纳更多的层数，对输入的数据进行更复杂的描述，加强了模型的表达能力。而且，只与上一层的相邻的局部的几个神经元连接的方式，可以使模型具备一定程度的某维度维度上的不变性。

除了稀疏连接之外，每一个 filter 都是一套参数应用在整个输入空间上的。具体如图所示，\\图5.权值共享\红色、蓝色、绿色三种线代表三个权值（W、b，即权值和偏置），层 m 中每个单元都是由相同的这个三个权值和他们对应的感受野里的输入神经元计算出来的。假如没有权值共享，则需要的权值就有 (3 ＊ 3 ＝ 9) 个，由此可见，权值共享使得需要进行优化的参数大大地减少了，使得我能够更有效地进行特征提取。通过控制模型的规模，卷积网络对视觉问题的泛化能力非常好。

以上两个特点都是由通过使用卷积核卷积计算生成多个特征图的方式实现的。而完整的卷积神经网络的结构里，还有池化的层用来进行二次的采样，比如使用一个 (N\*N) 的求最大值窗口或者平均值窗口进行降采样。这种操作被称为池化，池化的操作的作用是可以提供一定的空间位移的不变性以及进一步减少数据的维度，一般池化之后会通过一个激活函数得到一个新的网络的层。

以上两个特点都是由通过使用卷积核卷积计算生成多个特征图的方式实现的。而完整的卷积神经网络的结构里，还有其他的东西，以 LeNet为例，展示一下完整的卷积神经网络的结构。\\图6.LeNet-网路\上图中的网络输入图像通过 4 个可训练的滤波器和偏置在 S1 的位置产生了 4 个特征图。特征图中的每个图通过池化并通过一个激活函数之后得到一个 C1 位置上的 4 个新的特征图。然后会通过一个新的卷积层然后得到新的 6 个特征图 S2。这些将再一次池化得到 C2。最终这些像素的值进行光栅化、摊平成一个向量，这个向量就是这个网络里提取得到的特征。这些特征之后就可以输入到一个常规的分类器里，比如神经网络（多层感知机 MLP）里，最终由这个分类器进行分类结果的计算和输出。\而这些卷积核的权值和偏置，还有其他用到的权值则使用后向传播算法来进行计算出梯度，然后通过梯度下降法之类的算法进行优化，从而训练出来一个有效的特征提取的卷积神经网络。

特征提取完了之后，需要把特征交到后面的分类器进行分类，而由于有监督的特征提取网络需要得到分类错误后的传递过来的误差，所以需要需要使用可以进行后向传播的分类器，这里面比较经典的分类器就是多层感知机（MLP）也就是普通的神经网络{[}32{]}。

神经网路由神经元组成：\\图7.典型神经网络中的神经元\上图中的神经元实际上是一个以 (x\_1, x\_2, x\_3) 及截距 (+1) 为输入值的运算单元，其输出为 (h\_{W,b}(x) = f(W^Tx) = f(*{i=1}^3 W*{i}x\_i +b)) ，其中函数 (f) 被称为``激活函数''。激活函数的作用主要是为神经网络引入非线性环节，使其对非线性的函数具有更好的拟合能力。一般我会选用 sigmoid 函数作为激活函数：\[f(z) = ]

典型的神经网络如图所示：\\图8.典型多层神经网网络\如上图所示，把多个神经元按上图的形式以多层的形式串联起来，就可以得到可以一个神经网络用来对数据进行训练、拟合或者分类。

输入的值经过一层一层的神经元的计算、激活，一直到达最后一层，并得到值称之为前向传播，对于图 8 中的模型，前向传播的计算步骤如下所示：\[ a\_1^{(2)} = f(W\_{11}^{(1)}x\_1 + W\_{12}^{(1)} x\_2 + W\_{13}^{(1)} x\_3 + b\_1^{(1)})] [ a\_2^{(2)} = f(W\_{21}^{(1)}x\_1 + W\_{22}^{(1)} x\_2 + W\_{23}^{(1)} x\_3 + b\_2^{(1)})] [ a\_3^{(2)} = f(W\_{31}^{(1)}x\_1 + W\_{32}^{(1)} x\_2 + W\_{33}^{(1)} x\_3 + b\_3^{(1)})] [ h\_{W,b}(x) = a\_1^{(3)} = f(W\_{11}{(2)}a\_1{(2)} + W\_{12}^{(2)} a\_2^{(2)} + W\_{13}^{(2)} a\_3^{(2)} + b\_1^{(2)}]\如果把权值 W 表示为矩阵，且将激活函数 (f()) 扩展为使用向量则上列等式可以更加简洁地表示为：\[z^{(2)} = W^{(1)}x + b{(1)}] [a{(2)} = f(z^{(2)})] [z^{(3)} = W^{(2)} a^{(2)} + b^{(2)}] [h\_{W,b}(x) = a^{(3)} = f(z^{(3)})]

上述的前向传递是根据输入，通过网络逐层计算出来合适的结果，但是网络的里的权值、偏置需要确定，所以可以通过梯度下降法来进行对这些参数，也就是对神经网络进行求解。而对于单个输入的测试样例 ((x,y))，其代价函数为： [J(W,b; x,y) = || h\_{W,b}(x) - y ||^2]\只要得到每一个参数的关于代价函数的偏导数，我就可以使用梯度下降法来进行优化。\而求解每一个参数的偏导数就需要使用反向传播算法了。\反向传播算法的思路如下：给定一个样例 ((x,y))，我首先进行前向传播''运算，计算出网络中所有的激活值，包括 \(h\_{W,b}(x)\) 的输出值。之后，针对第 \(l\) 层的每一个节点 \(i\)，我计算出其残差'' (^{(l)}\_i) ，该残差表明了该节点对最终输出值的残差产生了多少影响。对于最终的输出节点，我可以直接算出网络产生的激活值与实际值之间的差距，我将这个差距定义为 (^{(n\_l)}\_i) （第 (n\_l) 层表示输出层）。对于隐藏单元我将基于节点（第 (l+1) 层节点）残差的加权平均值计算 (^{(l)}\_i) ，这些节点以 (a^{(l)}*i) 作为输入。\后向传播算法可以具体表示为以下步骤：\1.进行前馈传导计算，利用前向传导公式，得到 (L\_2, L\_3, ) 直到输出层 (L*{n\_l}) 的激活值。\2.对输出层（第 (n\_l) 层），计算： [^{(n\_l)} = - (y - a^{(n\_l)}) f'(z^{(n\_l)})] 3.对于 (l=n\_l-1, n\_l-2, n\_l-3, , 2) 的各层，计算： [^{(l)} = ((W{(l)})T ^{(l+1)}) f'(z{(l)})] 4.计算最终需要的偏导数值： [*{W^{(l)}} J(W,b;x,y) = {(l+1)}(a{(l)})^T,] [*{b{(l)}} J(W,b;x,y) = ^{(l+1)}.]

本章中，首先会介绍一些我在实验过程中使用的一些能够增强模型效果、速度、泛化能力的技巧，然后会结合编程实践给出一些编程框架的对比，以及不同算法下的准确率的比较。

由于训练率对于每一个参数都是一样的，所以为了加快收敛，可以让所有参数都以相同的标准进行线性变换，映射到一个一致的范围里对输入的。具体的变换要求如下：\A、训练集的每个输入变量的均值要接近于0；\B、对输入变量进行缩放，使他们的方差具有相同的值；\C、输入变量最好是不相关的。\如图所示：\\图9.输入标准化

参数的初始值对训练过程有着重大的影响。我对参数初始化的原则是：参数应该随机初始化在能让 sigmoid 函数在线性区域激活的值。如果参数全部都很大，那sigmoid一开始就饱和了，这样就会得到一个非常小的梯度值，那参数更新就会很慢，训练也会很慢。使 sigmoid 函数工作在线性区域激活除了需要输入数据标准化到其标准差为 1，还需要参数初始值，也就是连接神经元的权值的初始值的标准差也能为 1。最简单的做法就是，给参数初始化的时候使用正态分布采样得到，那么参数就会均值为零，且方差近似1。

在使用后向传播算法进行训练的时候，有一个原则是使用意料之外的样本来训练，收敛得会更快。一般来说，训练用的数据都会是规整的，按顺序排列的，比如我使用的数据集里，人体的运动都是按照时间顺序在一个大的视频里分别进行切片的，所以相邻的训练数据有很大可能是来自于同一个类型甚至是同一个视频的。而这一节的这个技巧就是在粗糙地选择来自不同类的样本，也就是说，尽量让每一次的训练采用的样本都来自不一样的类型，最简单的做法就是把样本的顺序打乱。因为同一个类的训练样本很大可能携带的是相似的信息，而相似的信息很有可能让网络落入一个局部的最优解处。所以为了提高模型的泛化性能，每次使用来进行训练的样本最好是随机地而不是按照顺序地进行选择。

在模型中加入正规化（Regularization）环节可以避免模型拟合出来的分类面高度非线性，从而避免过拟合现象。过拟合（Overfitting）是指模型对训练数据集中的样本拟合的非常好，但是面对训练集中没有的数据样本的分辨效果很差。正规化的主要实现方式是用某些方法尽量地使参与优化的参数尽可能的小。之所以要让参数尽可能的小，是因为正如下图所示，模型越复杂，就会像右边的图上所示，能拟合任何函数，但是显然已经过拟合了，有可能对新的数据产生分类错误。因此只要参数变小，就可以抑制模型的复杂程度，从而使得模型的泛化能力更强。\\图10.过拟合

而常用的正规化的方法是直接将所有参数 (θ) 按某种形式加到最小化目标函数中加以惩罚，以免参数过大导致过拟合现象的产生，比如计算出来参数的 L1、L2范数然后直接把这一项加入到需要被优化的目标函数里去： [w = arg min\_mL(y\_i,f(x\_i;w))+(w)]\一般来说，监督训练可以看作是最小化上面的目标函数，而里面的 (L(y\_i,f(x\_i;w))) 是样本的预测的误差，后面的 ((w)) 就是我加入的可以用来使模型更简单的正规化函数，比如L1范数正规化的话，有： [(w) = ||w||\_1 = |w\_i|]\使用 L1 范数的正规化的话，还可以实现特征的稀疏表达。\这个方法里的 () 需要通过人工设定，可以通过实验来进行选择。

除了上述的，通过在优化的目标函数里加入权值的范数来进行整个权值空间的惩罚以外，一种有效的正规化方法是 Max-norm。这种算法是在每个单个的隐藏单元里设置这个单元的传入的权值的 L2 范数的上限，如果权值的更新违反了这个约束，我就可以通过让这些权值除以这个范数来达到让这个权值重新正规化的目的。使用这个约束而不是使用惩罚的方法可以在无论每次权值更新得有多大的情况下防止权值变得非常大。而且，比起惩罚方法，使用约束的时候也可以使一开始的训练率可以取得很大，使得对权值空间的搜索可以更快，更彻底。当然，在这个算法里也有需要人工设置的参数，就是所使用的 L2 范数的上限。

正规化的方法中，也有上述方法的变形。比如在网络的训练过程中使用的 Dropout{[}34{]}{[}35{]}算法。可以有效地加强模型的泛化能力，抑制神经网络出现过拟合的现象。\Dropout 是指在模型训练时随机让网络某些隐含层节点的权值不工作，不工作的那些节点可以暂时认为不是网络结构的一部分，但是它的权值得保留下来（只是暂时这一轮里面它的值不更新而已），下次样本输入时它可能又会恢复工作了。但是这种方法是只适合于训练样本较少的条件下的用来增强模型的泛化能力的。\\图11.左：标准神经网络；右：使用了 Dropout 算法之后\而这个算法里需要人工调整的是让某些节点权值不工作的概率，一般会直接选择 50%。

Maxout {[}36{]} 模型是类似多层感知机、卷积神经网络这种简单的前馈的架构使用的新型的激活函数。对于给定的输入 (x ∈ )（x 可能是输入层的 (v) 或者是某一个隐含层的状态），通过一个 Maxout 自己的隐含层 (z)，线性映射到输出的一个节点 (h(x))，连接的权值是 (W,b)。使用 Maxout 函数来作为激活函数可以加强模型对非线性函数的拟合能力，因为 Maxout 的拟合能力是非常强的，它可以拟合任意的的凸函数。最直观的解释就是任意的凸函数都可以由分段线性函数以任意精度拟合，而 Maxout 又是取k个自己的隐含层节点 (z) 的最大值，这些隐含层 (z) 节点也是线性的，所以在不同的取值范围下，最大值也可以看做是分段线性的（分段的个数与k值有关）。\下图的例子表示 Maxout 可以拟合任意凸函数，当然也包括了ReLU(Rectifier 函数)：\\图12.Maxout可以拟合任意凸函数\而 Maxout 拓扑关系如下图所示：\\图13.Maxout网络拓扑关系\它的数学表达如下：\[h(x) = {max}*{i∈[1,k]}z*{i}] [z = x^TW + b] 关于 Maxout 对凸函数的表达能力的证明，可以见{[}37{]}。

本文中描述的算法，需要使用梯度下降的算法进行模型的优化。而建立出来的模型比如多层的神经网络，需要使用后向传播的算法，通过链式求导来得到各层链接的参数的导数。这里面有两个比较难以解决的问题：\1.模型变得庞大之后，需要进行优化的参数的数量也会变得很大，计算耗费的时间非常多。\2.导数计算的复杂程度会随网络层数的增加，还有网路里使用的算法的变化而变得越来越复杂；\第一点可以用深度训练里的相关内容，比如自编码器里的逐层训练，还有有减少训练参数的特性的卷积神经网络来减缓。但是也不能解决这个问题，所以，需要有一个能够支持高性能的计算的平台来减少做计算实验的时间，加快模型的迭代和设计。目前的高性能的计算平台主要依靠分布式的计算机集群还有 GPU 进行计算。而目前对于我而言，最容易获得的高性能计算平台是基于高性能显卡的 GPU 计算平台。而要在编程的时候使用到 GPU 来进行算法的加速，就需要花精力训练相关的编程架构的知识，比如 NVIDIA 的 CUDA 框架。\而第二点则可以通过编程来实现一些自动进行函数的求导之类的功能来辅助进行网络的设计，从而把研究者的精力从细节里解放出来，投入到模型的设计上去。但是如果让程序要能够设计复杂的计算过程，就需要有类似惰性求值的机制来把具体的计算推迟，让程序能够在不用计算出来具体的值，而是在开始计算之前的过程就能得到计算过程的式子的信息来进行其他的操作，比如通过知道代价函数的构造对权值求导。\两点都是为了更好地去实验、设计模型。\常用的进行机器训练使用的框架，有 Theano，Torch7，MATLAB 等。MATLAB 在使用小规模的数据进行验证的算法设计和实验的时候非常合适，可是当数据量变大后，要使用 GPU 去加速计算会比较麻烦，而且当模型变复杂之后，就要花时间去自行对模型中的参数进行求导。所以，我在做实验的时候优先选择使用 GPU 方便而且能够方便进行求导等高阶操作或者现成的资源比较丰富的框架。\这两个框架各有千秋，鉴于 Theano 是使用 python 实现的，现成的语言和工具会比较丰富，所以，最后我选择的是 Theano 框架。\下面，我就对两个比较常用的计算框架 Torch7 和 Theano 进行了简单的比较：\\图14.Torch7 与 Theano 性能比较

\图15.Torch7 与 Theano 特性比较

本文中，用来作为标准并且进行试验的数据集是康奈尔大学的 CAD-60 数据集，这个数据集是用微软的 Kinect 传感器拍摄下来的，由人做特定的动作的 RGB-D 视频序列构成。而且数据集里还有预先获取到的人的骨架模型，本文中的我的实验就是基于数据集里的骨架模型的序列。\CAD-60这个数据集有如下特点： 1.60个RGB-D的视频；\2.4个对象：两男、两女；\3.5个不同的环境：办公室、厨房、我是、浴室和起居室；\4.12种活动：漱口、刷牙、戴隐形眼镜、谈电话、喝水、开药丸盒子、烹饪（切菜）、烹饪（搅拌），在沙发上聊天，在沙发上放松，在白板上写东西，在电脑前工作。\这个骨架模型的描述方式如下图所示：\\图16.CAD-60骨架数据{[}11{]}\数据集中的人物骨架是从 Kinect 的采集程序里直接获取，它们的排列是和视频里的每一个帧一一对应的。骨架中一共有 15 个关节的三维空间坐标，坐标是以 Kinect 摄像头为坐标系零点的绝对三维坐标值，其中 11 个关节有它所对应的关节的转向角的 (3\*3) 的矩阵。所以，如果把每一帧中的骨架的信息当作一个数据点的话，每个点的数据的数量为 144 个，而且都是 32 位的浮点数，同时，我使用普通的线性变换吧所有的点的所有数值都做了一次归一化，以保证后面训练算法的有效：\[ x\_{norm} = (x-min(x))/(max(x)-min(x)) )]。

数据集里，每个人的每个动作对应一个完整的视频（骨架）序列，长度在几十秒左右。\为了让训练和测试的数据集更多，我把每一个长度达二、三千帧的序列按每 48 帧一组进行了切片并打标签的操作。并且按照取其中三个人作为训练集，第四个人作为测试集的方式分成了两大组数据。这样子处理完之后，我得到了一个大的数据集，数据集中的每个样本都是二维的 (144\*48) 的数据。

我这次的实验主要尝试了两种模型，自编码器和卷积神经网络，并且在网络里使用了几种不同的能增强分类效果和模型泛化能力的技巧。下面会详细描述每个实验中的模型的设计。所有实验都是以三个人的运动为训练集，第四个人的运动为测试集的，通过训练已知的人运动去识别未知的人的运动可以有效检验模型的提取一般特征的泛化能力。所有模型在训练时，我都把样本先按顺序分成一批批（batch） ，然后 batch 之间再打乱顺序，一个个的 batch 放进去模型里进行训练。以 batch 进行训练的可以有效利用 GPU ，因为如果要一个个样本地放进模型里训练， CPU 和 GPU 之间要切换得很频繁，就没有办法发挥 GPU 的加速作用了。而打乱顺序是为了避免让模型陷入局部的解里，从而让模型能够得到一个更好的结果。

第一个要实验的是直接对原始数据使用普通的多层感知机作为分类器进行分类，而不是先使用其他的的特征提取的方法来进行训练、提取特征。而由于后面的模型里也是会使用多层的感知机作为分类器。由于普通的神经网络里的每一层都是一维的结构，所以原本的输入的 144\*48 的这个二维的结构需要展开铺平成一维的结构，但是原来的数据的空间维度的信息就丢失了。这个多层感知机的设计如下图所示：\\图17.多层感知机分类器\这个网络里面的激活函数使用的是 Sigmoid 函数。\这里使用的这个模型的主要原因是为了给后面的模型的分类结果提供一个对照的基础，以表现这些特征提取的方法的效果，因此，在理解后面的模型的时候，可以把当前这个网络里的第一个隐含层替换为后面的模型的特征提取层，比如卷积网络或者自编码器。\\图18.多层感知机实验结果\上图中的横坐标是训练的代数（ecope）， 所有来自训练集的各个 batch 的数据全进入模型训练完一次算是一代。而图中的纵坐标则是训练的正确率，每一次训练完一代的数据都把测试集的数据放进模型分类一次，然后看分类的正确率。

使用单层的自编码器代替多层感知机的第一层隐含层。先进行无监督学习来进行降维，然后再通过后面的多层感知机进行有监督的学习来进行分类。同样的，也需要跟上一个模型一样，需要把二维的输入的数据铺平到一维。但是由于无监督学习的时候没有加入标签的信息，而整个模型的层数和上一个模型的层数是差不多的，所以直觉上，这个模型的表达能力是会比上一个模型要弱的，具体的模型如下图所示：\\图19.自编码器＋多层感知机\而这个模型的训练结果则如下图所示：\\图20.自编码器＋多层感知机实验结果\这个实验结果确实比上一个模型的要差很多。可能就是因为模型的表达能力比较弱的原因。于是后面的我又多加了一层自编码器在原来的自编码器后面，训练出来的结果是网络是发散的，分类结果是随机的，可能对于这个数据，使用自编码器来进行预训练会不合适。

由于卷积神经网络的输入就是需要经过二维卷积核进行卷积的，所以原来的二维结构的数据不需要进行铺平操作，直接以二维的模式进入网络进行学习就可以了。而且，由于这个数据的其中一个维度是时间，所以使用这个卷积网络还可以同时把时间维度的信息也考虑进来，使得整个模型能够更好地对时间维度的信息进行建模。由后面的多层感知机的输入神经元的大小可以看出来，原数据提取完特征之后只有 320 个变量，大大减轻了后面的分类器的计算压力。实验结果如下：\\图21.卷积神经网络＋多层感知机实验结果\从上面的模型到现在这个的实验结果可以看出来，训练集的准确率已经接近 100% ，但是测试集的准确率还是不高。显然模型的训练出现了过拟合的现象。所以接下来要做的事情应该是加强模型的泛化能力，阻止模型出现过拟合的现象。\网络的结构如下图所示：\\图22.卷积神经网络＋多层感知机模型结构

为了加快模型的收敛，我没有使用常规的在代价函数里加入惩罚环节来加强模型的泛化能力。而是使用了 Max-Norm 算法来对过大的权值进行惩罚。也就是把 L2范数超过一定阈值的神经元的权值除以范数来抑制它变得过大。加入了这个环节的模型的训练结果如下：\\图23.卷积神经网络＋多层感知机模型加入正规化环节后实验结果\可以看出来，加入了正规化环节之后，模型训练的时间变长了，而且训练数据集的训练识别率也更难达到 100% 了。但是，相对的，测试数据集的识别率提高了不少，说明正规化环节对于抑制过耦合非常的有效。

由上面的各个实验可以看出来，结果最好的模型是加入了正规化环节的卷积神经网络＋多层感知机。而另一个深度学习的算法------自编码器不太适用于当前的数据集，可能是因为这个自编码器的算法的对于时序数据的提取特征的能力不是太强，需要用一些方法去加强这个自编码器算法对于时序数据的处理能力。比如加入一些用来加强前后神经元相关性计算能力的环节。

下表为针对 CAD-60 数据集的同行论文的结果。

上表中的一些论文是使用精确率(Precision)和召回率(Recall)来描述其结果的，另外的是与本文一样直接用准确率(Accuracy)作为实验结果的。\这三个评估标准的定义如下：

Precision: [P=] Recall: [R=] Accuracy: [A=]

本文先是总结了现有的人体运动类型识别的算法的普遍框架：人工提取特征然后再使用分类器进行分类。提出了使用深度学习理论进行自动的特征提取，并且使用深度学习里面的自编码器和卷积神经网络进行自动的特征提取。并且给出了相应的实验结果，最终得到了一个有着不错效果的，人体运动类型识别的模型------卷积神经网络＋多层感知机。

由各个训练实验的结果的曲线来看，在使用训练的数据集训练到训练的准确率达到 100% 之后，测试集的测试的准确率也往往到达了最大值，往后面就开始以缓慢的速度下降。由此可见，在训练集的准确率达到 100% 之后模型再训练下去，泛化能力反而会下降，逐渐出现过拟合的现象。所以还应该在训练的算法里加入提前停止的环节，也就是提前停止法，具体的，可以根据{[}44{]}展开研究。

由实验可以看到卷积神经网络具有非常优良的提取特征的能力，能够提高分类模型的分类能力。而在论文里就有不少使用 SVM、朴素贝叶斯等经典的分类器取得非常好的分类结果的模型。而且，使用有效的特征提取算法也可以减少像 SVM 这样子的算法训练的时候所需要的时间。所以，可以综合卷积神经网络的特征提取能力和其他分类器的分类能力去创造新的模型。而综合两者有两种思路，一种是通过把后向传播算法推广到其他的分类器，使得可以直接使用这些分类器去传播误差，从而训练要使用得到的卷积神经网路。另一种思路是使用浅层的使用ReLU激活函数的神经网络，直接使用有监督学习对卷积神经网路进行训练。之所以使用浅层的神经网络是因为可以一来减少后面的网络结构对卷积神经网络的训练的影响，二来可以减少误差传递过程中的损失，避免误差传递到卷积神经网络的表层时已经变得很小，从而影响卷积神经网络的训练。而所说的这两种方法都需要做实验去确定效果和是否行得通。
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