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# 1 UVOD

Naš zadatak je da iskoristimo podatke iz datoteka BS1, BS2, GEO i 10x da napravimo klasifikacione modele koji će da predviđaju tipove perifernih krvnih mononuklearnih ćelija. Za početak ćemo napraviti model za svaku pojedinačnu datoteku, a zatim ćemo iskoristiti model treniran na BS1 podacima i primeniti ga na preostala tri skupa. Ulazne podatke ćemo deliti u srazmeri 70:30 (trening:test), a kod primene ćemo koristiti cele skupove BS2, 10X i BS2 kao test. Kako bismo za svaki algoritam našli optimalne parametre, poslužićemo se tehnikom unakrsne provere. To je tehnika koja se koristi za procenu performansi i uopštavanja modela mašinskog učenja deljenjem podataka u više podskupova, ili „preklopa“ (en. folds), i iterativno obučavanjem i proverom modela na ovim preklopima.

Za potrebe našeg projekta korišćen je programski jezik python, konkretno jupyter sveske. Pre pokretanja, neophodno je pokrenuti sledeću komandu kako biste instalirali sve neophodne python biblioteke:

pip install pandas numpy xgboost scikit-learn imbalanced-learn matplotlib seaborn joblib

Takođe potrebno je skinuti pomenute datoteke BS1, BS2, GEO i 10x, napraviti direktorijum *data* u istom direktorijumu gde se nalazi ostatak projekta i u njega smestiti preuzete datoteke.

# 2 BIOLOŠКА OSNOVA

Periferna krvna mononuklearna ćelija (en. Peripheral blood mononuclear cell, PBMC) je svaka periferna krvna ćelija koja ima okruglo jedro. Ove ćelije mogu biti limfociti (T ćelije, B ćelije, NK ćelije) i monocita (M ćelije), dok eritrociti i trombociti nemaju jedra, kao i granulociti (neutrofili, bazofili i eozinofili). Kod ljudi, limfociti čine većinu PBMC populacije, zatim slede monociti, a samo mali procenat čine dendritske (D) ćelije.

Ove ćelije se mogu izvući iz krvi korišćenjem ficola, hidrofilnog polisaharida koji razdvaja slojeve krvi, i gradijentnom centrifugacijom, koja razdvaja krv na gornji sloj plazme, zatim sloj PBMC-a (en. buffy coat) i donji sloj polimorfonuklearnih ćelija (kao što su neutrofili i eozinofili) i eritrocita. Polimorfonuklearne ćelije se mogu dodatno izolovati liziranjem crvenih krvnih ćelija. Bazofili se ponekad nalaze i u gušćim i u PBMC frakcijama.

Nedavne studije ukazuju na to da PBMC mogu biti podložne patogenim infekcijama, kao što su Ureaplasma parvum i urealiticum, Mycoplasma genitalium i hominis, i Chlamydia trachomatis infekcije. PBMC mogu biti takođe podložne virusnim infekcijama. Zaista, tragovi JC poliomavirusa i Merkel ćelijskog poliomavirusa su detektovani u PBMC kod trudnica i žena pogođenih spontanim pobačajem.

Mnogi naučnici koji sprovode istraživanja u oblastima imunologije (uključujući autoimune poremećaje), infektivnih bolesti, hematoloških maligniteta, razvoja vakcina, transplantacione imunologije i visoko-protočnog skrininga često koriste PBMC. U mnogim slučajevima, PBMC se dobijaju iz banaka krvi. PBMC frakcija takođe sadrži progenitorske populacije, što je demonstrirano testovima formiranja kolonija baziranim na metilcelulozi.

Smatra se da PBMC predstavljaju važan put za vakcinaciju. PBMC od pacijenata sa rakom mogu se ekstrahovati i kultivisati *in vitro*. Nakon toga, PBMC se izlažu tumorskim antigenima kao što je antigen tumorskih matičnih ćelija. Inflamatorni citokini se obično dodaju kako bi pomogli u preuzimanju i prepoznavanju antigena od strane PBMC.

# 3 ANALIZA I PRETPROCESIRANJE PODATAKA

Za početak, zadatak koji je neophodno da uradimo je da izvučemo informacije o klasama iz kolone “src\_file”. To radimo raščlanjivanjem svake vrednosti po karakteru “\_” i čitanjem prvog slova trećeg člana. Izvršavanjem *preprocessing.ipynb* iz direktorijuma *preprocessing* kao rezultat dobijamo novonastale datoteke *preprocessed\_data\_[ime\_datoteke].csv*. Nakon toga, pre bilo kakvog pretprocesiranja, potrebno je da analiziramo podatke. Ovo smo radili unutar *eda.ipynb* iz direktorijuma *preprocessing* i prva provera je broj nedostajućih vrednosti, čiji rezultat je da nedostajućih vrednosti nema. Analizom broja pojavljivanja svake od vrednosti u skupu podataka zaključujemo da je u pitanju redak skup podataka. Rezultate ove analize možemo videti na slici 1.
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Informacija koja nam je takođe potrebna je udeo redova svake klase u skupu podataka. Očekujemo nebalansiran skup, s obzirom da su B i T ćelije znatno brojnije u ljudskom organizmu u odnosu na ostale. Naša pretpostavka će se ispostaviti donekle tačnom, s obzirom da T ćelija ima ubedljivo najviše (slika 2). Bitnije za nas, vidimo da su klase nebalansirane i da ćemo morati da koristimo neke od tehnika za balansiranje klasa ili algoritme koji dobro funkcionišu sa takvim klasama. Tehnike koje biramo su naduzorkovanje i poduzorkovanje, kao i dodavanje težina klasama.

Kako bismo dobili nove podatke nastale primenama gore pomenutih tehnika neophodno je pokrenuti *oversampling.ipynb* iz direktorijuma *preprocessing*, i kao rezultat dobijamo datoteke *oversampled\_train\_[ime\_datoteke].csv* i *oversampled\_test\_[ime\_datoteke].csv* sačuvane u direktorijumu *data*, koje ćemo kasnije koristiti pri izradi i proveri modela.
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Zbog prirode problema, čuvanje što većeg broja kolona je jako bitno. Iz tog razloga jedina vrsta pretprocesiranje koja je rađena je uklanjanje kolona sa varijansom 0. Uklonjeno je 239 kolona od početnih 10800.

# 4 KLASIFIKACIJA

## 4.1 SLUČAJNA ŠUMA (RANDOM FOREST)

Prvi algoritam koji primenjujemo jesu **Slučajne šume** (en. Random Forest). Ovaj algoritam je svestran i moćan metod učenja ansambla koji se prvenstveno koristi za zadatke klasifikacije i regresije. On funkcioniše tako što konstruiše mnoštvo stabala odlučivanja (en. Decision Trees) tokom treniranja, a onda njihovim glasanjem određuje konačno predviđanje. Time se poboljšava tačnost i kontroliše preprilagođavanje, čime se smanjuje i varijansa. Slučajne šume nam pružaju otpornost na šum u podacima, kao i sposobnost rukovanja velikim skupovima podataka sa većom dimenzionalnošću. Ove osobine ga čine popularnim izborom za različite modele u mašinskom učenju.

Koristimo slučajne šume u kombinaciji sa unakrsnom proverom kako bismo dobili najbolji model po nekom kriterijumu koji odaberemo. Ukoliko za taj kriterijum odaberemo meru tačnosti, dobijeni najbolji model daje sledeće rezultate:

## 

| **Metrika** | **Vrednost (%)** |
| --- | --- |
| Tačnost | 96.11 |
| Preciznost | 96.03 |
| Odziv | 96.11 |
| F1 mera | 96.06 |

Tabela 1: Rezultati klasifikacije za BS1 datoteku koristeći Slučajne šume

| |  | B | D | M | NK | T | | --- | --- | --- | --- | --- | --- | | B | 1142 | 0 | 0 | 0 | 0 | | D | 0 | 98 | 3 | 0 | 0 | | M | 0 | 0 | 1165 | 0 | 0 | | NK | 0 | 0 | 0 | 977 | 25 | | T | 0 | 0 | 0 | 2 | 5816 | | |  | B | D | M | NK | T | | --- | --- | --- | --- | --- | --- | | B | 515 | 1 | 1 | 0 | 1 | | D | 0 | 36 | 5 | 0 | 0 | | M | 0 | 1 | 493 | 0 | 2 | | NK | 0 | 0 | 0 | 309 | 83 | | T | 0 | 0 | 1 | 59 | 2448 | |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |

Tabela 2: Matrice konfuzije za trening (levo) i test (desno) pri upotrebi BS1
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|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 1713 | 0 | 0 | 0 | 164 |
| D | 167 | 0 | 22 | 0 | 81 |
| M | 13 | 0 | 1459 | 0 | 534 |
| NK | 0 | 0 | 0 | 46 | 796 |
| T | 4 | 0 | 0 | 2 | 7145 |

Tabela 3: Matrica konfuzije pri primeni modela na BS2

|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 1360 | 0 | 103 | 25 | 268 |
| D | 0 | 0 | 0 | 0 | 0 |
| M | 3 | 0 | 835 | 0 | 18 |
| NK | 0 | 0 | 0 | 31 | 278 |
| T | 173 | 0 | 108 | 21 | 13182 |

Tabela 4: Matrica konfuzije pri primeni modela na GEO

|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 9457 | 0 | 0 | 0 | 268 |
| D | 0 | 0 | 0 | 0 | 0 |
| M | 59 | 0 | 1617 | 0 | 172 |
| NK | 0 | 0 | 0 | 855 | 7324 |
| T | 32 | 0 | 1 | 1 | 62642 |

Tabela 5: Matrica konfuzije pri primeni modela na 10x

Treniranje ovog modela radimo u *random\_forest.ipynb* datoteci iz direktorijuma *models*. U poddirektorijumu *trained\_models* čuvamo najbolji model za čije treniranje su korišćeni sledeći parametri:

* 'max\_depth': 15,
* 'min\_samples\_leaf': 1,
* 'min\_samples\_split': 5,
* 'n\_estimators': 300,
* 'criterion': 'entropy'

Ukoliko istreniramo modele za svaku od datoteka koristeći pomenute parametre dobijamo rezulate sa slike 3. U slučaju da iskoristimo već kreiran model koji je treniran na BS1 podacima dobijamo rezultate sa slike 4. Tačnost nam je znatno lošija u drugom slučaju. Primećujemo da naš model jako loše predviđa klase D kod BS2, i NK kod sve tri datoteke. Takođe, iz prikazanih matrica konfuzije, vidimo da ima nagon da predviđa klasu T dosta često, što donekle i ima smisla s obzirom da je broj instanci koje pripadaju toj klasi znatno veći od ostalih, ali nam i ukazuje na moguće preprilagođavanje modela.

## 4.2 XGBOOST

**XGBoost** (eXtreme Gradient Boosting) je visoko efikasan i skalabilan algoritam mašinskog učenja dizajniran za rešavanje problema u nadgledanom učenju. Slično kao i slučajne šume, zasnovan je na stabalima odlučivanja, ali je više usresređen na smanjivanje pristrasnosti i uklanjanje preprilagođavanja. Koristi gradijentno pojačanje kako bi pronašao najbolji rezultat i gradi modele na sekvencijalni način da bi se ispravile greške napravljene kod prethodnih modela. Ovaj algoritam se ističe zbog svoje brzine, performansi i sposobnosti da rukuje velikim skupovima podataka sa složenim obrascima. Njegove napredne tehnike regularizacije sprečavaju preprilagođavanje, dok funkcije kao što su paralelna obrada i potkresivanje stabala poboljšavaju njegovu računarsku efikasnost i moć predviđanja.

Za kreiranje ovog modela potrebno je pokrenuti svesku *xgb.ipynb* iz direktorijuma *models.* Ponovo koristimo izabrani algoritam zajedno sa unakrsnom proverom kako bismo odredili najbolje parametre. U ovom slučaju korišćeni parametri su:

* 'learning\_rate': 0.2,
* 'max\_depth': 4,
* 'n\_estimators': 300

| **Metrika** | **Vrednost (%)** |
| --- | --- |
| Tačnost | 96.48 |
| Preciznost | 96.58 |
| Odziv | 96.48 |
| F1 mera | 96.52 |

Tabela 6: Rezultati klasifikacije za BS1 datoteku koristeći XGBoost

| |  | B | D | M | NK | T | | --- | --- | --- | --- | --- | --- | | B | 1142 | 0 | 0 | 0 | 0 | | D | 0 | 101 | 0 | 0 | 0 | | M | 0 | 0 | 1165 | 0 | 0 | | NK | 0 | 0 | 0 | 1002 | 0 | | T | 0 | 0 | 0 | 0 | 5818 | | |  | B | D | M | NK | T | | --- | --- | --- | --- | --- | --- | | B | 516 | 0 | 1 | 0 | 1 | | D | 0 | 41 | 0 | 0 | 0 | | M | 0 | 1 | 493 | 0 | 2 | | NK | 1 | 0 | 0 | 338 | 53 | | T | 1 | 0 | 1 | 78 | 2428 | |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |

Tabela 7: Matrice konfuzije za trening (levo) i test (desno) pri upotrebi BS1
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|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 1683 | 0 | 0 | 0 | 194 |
| D | 31 | 17 | 44 | 0 | 178 |
| M | 42 | 0 | 520 | 0 | 1444 |
| NK | 0 | 0 | 0 | 73 | 769 |
| T | 16 | 0 | 2 | 37 | 7096 |

Tabela 8: Matrice konfuzije pri primeni modela na BS2

|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 1361 | 1 | 103 | 79 | 212 |
| D | 0 | 0 | 0 | 0 | 0 |
| M | 3 | 13 | 821 | 2 | 17 |
| NK | 0 | 0 | 0 | 281 | 28 |
| T | 199 | 11 | 107 | 286 | 12881 |

Tabela 9: Matrice konfuzije pri primeni modela na GEO

|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 9672 | 0 | 0 | 0 | 53 |
| D | 0 | 0 | 0 | 0 | 0 |
| M | 32 | 96 | 1628 | 3 | 89 |
| NK | 1 | 0 | 0 | 7447 | 731 |
| T | 51 | 8 | 6 | 57 | 62554 |

Tabela 10: Matrica konfuzije pri primeni modela na 10x

Kada uporedimo rezultate koje smo dobili koristeći slučajne šume sa rezultatima XGBoost-a, primećujemo slične probleme. Sa tabele 6 i slike 5 vidimo da kada primenimo algoritam na svaku datoteku ponaosob, dobijamo jako dobre rezultate. U slučaju kada na BS2 primenimo model treniran na BS1, rezultati nisu zadovoljavajući, a sa matrica konfuzije možemo da izvedemo zaključak da i ovaj model ima favorizuje predviđanje klase T. Sa druge strane klasifikacija BS2, a pogotovo 10x podataka, je i više nego prihvatljiva. Model i dalje za neke instance kaže da pripadaju klasi D iako u ove dve datoteke nemamo takvih ćelija, ali je broj takvih promašaja zanemarljivo mali.

## 4.3 LOGISTIČKA REGRESIJA

**Logistička regresija** je statistički metod koji se, u osnovnoj varijanti koristi za modelovanje binarnih ishoda. U daljem tekstu logistička regresija koja će biti pomenuta je multinomijalna logistička regresija, odnosno ona koja se koristi kada imamo više od dva ishoda. Modeluje verovatnoću da zavisna promenljiva pripada jednoj od nekoliko kategorija. Izlaz su verovatnoće za svaku kategoriju. Logistička regresija koristi logističku funkciju (log-odds) da poveže linearnu kombinaciju ulaza sa verovatnoćom ishoda. Logistička funkcija je log(p/(1-p)), gde je p verovatnoća događaja. Jedna od kategorija se izabere kao referentna i sve ostale kategorije se porede sa njom. Koeficijenti se procenjuju u odnosu na referentnu kategoriju. Naravno, u našem slučaju, sa više mogućih ishoda, postoji više logističkih funkcija, po jedna za svaku kategoriju (osim referentne kategorije). Formula za kategoriju *k* je:

![](data:image/png;base64,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)

Gde su *β*0 i *βn* koeficijenti modela, a 𝑥𝑛ulazi, *pk* verovatnoća da ishod pripada kategoriji *k*, a *pref* je verovatnoća referentne kategorije. Koeficijenti modela se obično procenjuju metodom maksimalne verodostojnosti. Koeficijenti (*β*) u logističkoj regresiji se interpretiraju kao promena u logističke funkcije za prelazak iz referentne kategorije u datu kategoriju za jedinicu promene u ulazu.

| **Metrika** | **Vrednost**  **(model bez klasnih težina)**  **(%)** | **Vrednost**  **(model sa klasnim težinama)**  **(%)** |
| --- | --- | --- |
| Tačnost | 95.72 | 95.49 |
| Preciznost | 95.73 | 95.78 |
| Odziv | 95.72 | 95.49 |
| F1 mera | 95.72 | 95.58 |

Tabela 11: Rezultati klasifikacije za BS1 datoteku koristeći logističku regresiju

| |  | B | D | M | NK | T | | --- | --- | --- | --- | --- | --- | | B | 1142 | 0 | 0 | 0 | 0 | | D | 0 | 99 | 2 | 0 | 0 | | M | 0 | 0 | 1165 | 0 | 0 | | NK | 0 | 0 | 0 | 993 | 9 | | T | 0 | 0 | 0 | 5 | 5813 | | |  | B | D | M | NK | T | | --- | --- | --- | --- | --- | --- | | B | 510 | 1 | 1 | 0 | 6 | | D | 0 | 37 | 4 | 0 | 0 | | M | 1 | 2 | 488 | 0 | 5 | | NK | 1 | 0 | 0 | 319 | 72 | | T | 1 | 0 | 1 | 74 | 2432 | |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |

Tabela 12: Matrice konfuzije (model bez klasnih težina) za trening (levo) i test (desno) pri upotrebi BS1

| |  | B | D | M | NK | T | | --- | --- | --- | --- | --- | --- | | B | 1142 | 0 | 0 | 0 | 0 | | D | 0 | 101 | 0 | 0 | 0 | | M | 0 | 0 | 1165 | 0 | 0 | | NK | 0 | 0 | 0 | 1002 | 0 | | T | 0 | 0 | 0 | 168 | 5650 | | |  | B | D | M | NK | T | | --- | --- | --- | --- | --- | --- | | B | 515 | 1 | 1 | 0 | 1 | | D | 0 | 37 | 4 | 0 | 0 | | M | 1 | 1 | 494 | 0 | 0 | | NK | 1 | 0 | 0 | 363 | 28 | | T | 2 | 0 | 1 | 125 | 2380 | |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |

Tabela 13: Matrice konfuzije (model sa klasnim težinama)za trening (levo) i test (desno) pri upotrebi BS1
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|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 1855 | 0 | 1 | 6 | 15 |
| D | 88 | 9 | 167 | 0 | 6 |
| M | 0 | 0 | 2006 | 0 | 0 |
| NK | 0 | 0 | 0 | 796 | 46 |
| T | 1 | 0 | 7 | 760 | 6383 |

Tabela 14: Matrica konfuzije pri primeni modela na BS2

|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 1286 | 0 | 106 | 83 | 281 |
| D | 0 | 0 | 0 | 0 | 0 |
| M | 1 | 0 | 841 | 3 | 11 |
| NK | 0 | 0 | 0 | 302 | 7 |
| T | 58 | 0 | 110 | 583 | 12733 |

Tabela 15: Matrice konfuzije pri primeni modela na GEO

|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 9442 | 0 | 0 | 0 | 283 |
| D | 0 | 0 | 0 | 0 | 0 |
| M | 134 | 0 | 1683 | 3 | 28 |
| NK | 0 | 0 | 1 | 8031 | 147 |
| T | 28 | 0 | 0 | 317 | 62331 |

Tabela 16: Matrice konfuzije pri primeni modela na 10x

Ovaj model nam pruža i mogućnost da dodelimo težine klasama kako bi se borili sa problemom nebalansiranih klasa. Kao i do sad, unakrsnom proverom pronađeni su najbolji parametri koje smo kasnije koristili da istreniramo model, ali sada smo ih testirali na slučajevima sa i bez klasnih težina, i dobili da je ista kombinacija parametra najbolja na oba slučaja:

* 'C': 0.001,
* 'penalty': 'l2',
* 'solver': 'sag',
* 'class\_weight': 'balanced'

Rezultati dobijeni ovim algoritmom su generalno dobri, bolji nego kod prethodnih algoritama, u oba slučaja. Kada dodamo težine klasama, u većini slučajeva, vrednosti metrika jako blago opadnu, ali dobijemo mnogo bolja predviđanja retkih klasa (D i NK). Preciznost kod većih klasa uglavnom opadne, ali u većini slučajeva je i dalje dobra. Takođe, modeli pravljeni na drugim datotekama, a pogtovo na BS2 i GEO, i testirani na istim, daju dosta bolje rezultate nego oni trenirani na BS1, što nam, zajedno sa rezultatima prethodinh algotritama, dalje ukazuje na različitost podataka u ovim skupovima.
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|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 1862 | 0 | 3 | 9 | 3 |
| D | 84 | 62 | 119 | 0 | 5 |
| M | 0 | 0 | 2006 | 0 | 0 |
| NK | 1 | 0 | 0 | 827 | 14 |
| T | 4 | 0 | 11 | 1801 | 5335 |

Tabela 17: Matrica konfuzije pri primeni modela na BS2

|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 1352 | 0 | 112 | 83 | 209 |
| D | 0 | 0 | 0 | 0 | 0 |
| M | 1 | 0 | 843 | 5 | 7 |
| NK | 0 | 0 | 0 | 309 | 0 |
| T | 126 | 0 | 407 | 1832 | 11119 |

Tabela 18: Matrice konfuzije pri primeni modela na GEO

|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 9719 | 0 | 3 | 0 | 3 |
| D | 0 | 0 | 0 | 0 | 0 |
| M | 80 | 42 | 1700 | 6 | 20 |
| NK | 0 | 0 | 2 | 8112 | 65 |
| T | 33 | 5 | 8 | 759 | 61871 |

Tabela 19: Matrice konfuzije pri primeni modela na 10x

## 4.4 NEURONSKE MREŽE

**Neuronske mreže** su klasa modela mašinskog učenja inspirisanih strukturom i funkcijom ljudskog mozga. Sastoje se od slojeva međusobno povezanih čvorova, ili neurona, koji obrađuju ulazne podatke da bi prepoznali obrasce i napravili predviđanja. Svaka veza ima pridruženu težinu, koja se prilagođava tokom treninga kako bi se minimizirala greška. One su posebno efikasne za zadatke koji uključuju složene i nelinearne odnose, kao što je prepoznavanje slike i govora.  
Za potrebe našeg zadatka mi ćemo koristiti višeslojni perceptron (en. Multi-Layer Perceptron, MLP), vrstu neuronske mreže koja uključuje jedan ili više skrivenih slojeva između ulaznog i izlaznog sloja. On koristi propagaciju unazad za prilagođavanje težina kroz gradijentni spust, omogućavajući modelu da uči iz označenih podataka za trening i poboljša svoju tačnost u predviđanju klasa za nove podatke.

Kao i do sad, unakrsnom proverom pronađeni su najbolji parametri koje smo kasnije koristili da istreniramo model, koristili smo *neural\_network.ipynb* iz direktorijuma *models* i kao dobijene parametre imamo:

* 'alpha': 1e-05,
* 'batch\_size': 32,
* 'hidden\_layer\_sizes': (50,),
* 'learning\_rate\_init': 0.001,
* 'max\_iter': 1000

I u ovom slučaju dobili smo pozitivne rezultate za BS1 (tabela 20). Takođe, i modeli trenirani za preostale tri datoteke deluju jako dobro (slika 11), u nivou sa ostalim algoritmima koje smo koristili. Ono gde se neuronske mreže pokazuju malo bolje od drugih jeste primena BS1 modela na svaku od datoteka (slika 12). Tačnost u svim slučajevima prelazi 92%, i odlično predviđa sve klase osim klase D koja nam i dalje predstavlja problem.

| **Metrika** | **Vrednost (%)** |
| --- | --- |
| Tačnost | 95.80 |
| Preciznost | 95.87 |
| Odziv | 95.80 |
| F1 mera | 95.83 |

Tabela 20: Rezultati klasifikacije za BS1 datoteku koristeći neuronske mreže

| |  | B | D | M | NK | T | | --- | --- | --- | --- | --- | --- | | B | 1142 | 0 | 0 | 0 | 0 | | D | 0 | 101 | 0 | 0 | 0 | | M | 0 | 0 | 1165 | 0 | 0 | | NK | 0 | 0 | 0 | 1002 | 0 | | T | 0 | 0 | 0 | 0 | 5818 | | |  | B | D | M | NK | T | | --- | --- | --- | --- | --- | --- | | B | 511 | 1 | 1 | 0 | 5 | | D | 0 | 39 | 2 | 0 | 0 | | M | 1 | 2 | 490 | 0 | 3 | | NK | 1 | 0 | 0 | 321 | 70 | | T | 1 | 0 | 1 | 81 | 2425 | |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |

Tabela 21: Matrice konfuzije za trening (levo) i test (desno) pri upotrebi BS1
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|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 1861 | 0 | 1 | 3 | 12 |
| D | 79 | 15 | 172 | 0 | 4 |
| M | 0 | 0 | 2006 | 0 | 0 |
| NK | 0 | 0 | 0 | 763 | 79 |
| T | 4 | 0 | 7 | 599 | 6541 |

Tabela 22: Matrica konfuzije pri primeni modela na BS2

|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 1346 | 0 | 109 | 85 | 216 |
| D | 0 | 0 | 0 | 0 | 0 |
| M | 2 | 0 | 840 | 1 | 13 |
| NK | 0 | 0 | 0 | 282 | 27 |
| T | 108 | 0 | 114 | 292 | 12970 |

Tabela 23: Matrice konfuzije pri primeni modela na GEO

|  | B | D | M | NK | T |
| --- | --- | --- | --- | --- | --- |
| B | 9651 | 0 | 0 | 0 | 74 |
| D | 0 | 0 | 0 | 0 | 0 |
| M | 93 | 2 | 1726 | 2 | 25 |
| NK | 0 | 0 | 1 | 8005 | 173 |
| T | 31 | 0 | 0 | 177 | 62468 |

Tabela 24: Matrice konfuzije pri primeni modela na 10x

## 4.5 POREĐENJE MODELA

Sada kada imamo rezultate klasifikacije za svaki od algoritama, možemo da analiziramo kvalitete modela. Metrike koje koristimo za procene kvaliteta su prvenstveno **tačnost** (en. accuracy), a pored toga ćemo pratiti i **preciznost** (en. precision), **odziv** (en. recall) i **f1 meru** (en. f1 score). Zbog toga što su naši podaci neuravnoteženi bitno je posmatrati i preostale tri metrike, jer gledanje samo tačnosti u ovakvim slučajevima može da bude obmanjujuće.

U tabelama 25, 26, 27 i 28 možemo da vidimo dobijene rezultate, računate za modele trenirane na BS1 skupu podataka, a primenjene za testiranje na svim datotekama. Primećujemo da ipak nema neke značajne razlike u rezultatima između metrika. Iz tog razloga nema potrebe analizirati svaku za sebe već možemo uopštiti i usresrediti se na posmatranje samo jedne metrike, na primer tačnost. Rezultate tačnosti čitamo sa slike 13.

| Model | Tačnost  (%) | Preciznost  (%) | Odziv  (%) | F1 mera  (%) |
| --- | --- | --- | --- | --- |
| RF | 96.18 | 96.11 | 96.18 | 96.14 |
| XGB | 96.48 | 96.58 | 96.48 | 96.52 |
| LR | 95.72 | 95.73 | 95.72 | 95.73 |
| MLP | 95.80 | 95.87 | 95.80 | 95.83 |

Tabela 25: Upoređivanje modela za podatke iz BS1

| Model | Tačnost  (%) | Preciznost  (%) | Odziv  (%) | F1 mera  (%) |
| --- | --- | --- | --- | --- |
| RF | 83.64 | 84.07 | 83.64 | 80.20 |
| XGB | 77.73 | 80.73 | 77.73 | 72.73 |
| LR | 90.97 | 93.95 | 90.97 | 90.83 |
| MLP | 92.09 | 94.08 | 92.09 | 91.75 |

Tabela 26: Upoređivanje modela za podatke iz BS2

| Model | Tačnost  (%) | Preciznost  (%) | Odziv  (%) | F1 mera  (%) |
| --- | --- | --- | --- | --- |
| RF | 94.05 | 93.75 | 94.05 | 93.75 |
| XGB | 93.51 | 94.90 | 93.51 | 93.96 |
| LR | 92.42 | 95.27 | 92.42 | 93.29 |
| MLP | 94.10 | 95.42 | 94.10 | 94.46 |

Tabela 27: Upoređivanje modela za podatke iz GEO

| Model | Tačnost  (%) | Preciznost  (%) | Odziv  (%) | F1 mera  (%) |
| --- | --- | --- | --- | --- |
| RF | 91.58 | 92.38 | 91.58 | 89.59 |
| XGB | 98.52 | 98.65 | 98.52 | 98.57 |
| LR | 98.85 | 98.86 | 98.85 | 98.85 |
| MLP | 99.29 | 99.30 | 99.29 | 99.28 |

Tabela 28: Upoređivanje modela za podatke iz 10x
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S obzirom da je naš glavni zadatak bio da napravimo predviđač za BS1, možemo biti zadovoljni dobijenim vrednostima, jer su veoma visoke za svaki model i za svaku metriku. Kao dodatni test kvaliteta, pogledaćemo kako su naši modeli predviđali podatke iz BS2, GEO i 10x. Datoteka BS2 se pokazala kao najteža za predvideti, dok se 10x ispostavila kao najlakša, i pored toga je najveća. Drvoliki algoritmi poput slučajnih šuma i XGBoost-a deluju najlošije od isprobanih, dok se neuronske mreže sa višeslojnim perceptronom i logistička regresija izdvajaju kao najbolji, sa blagom prednošću na strani neuronskih mreža.

Pored analize kvaliteta celokupnih modela, pogledaćemo i kako se ponašaju kod predviđanja svakog tipa ćelija posebno. Za svaku klasu ćemo izračunati procenat tačno predviđenih instanci. Bitno je naglasiti da skupovi podataka GEO i 10x ne sadrže nijednu instancu koja pripada klasi D, te ćemo zbog toga zanemariti taj slučaj.
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Slika 14 nam opisuje situaciju sa B ćelijama. Vidimo da za BS1 i 10x imamo odlične rezultate, za BS2 nam drvoliki algoritmi ponovo zaostaju sa rezultatima u odnosu na preostale, dok se kod GEO javlja odudaranje. Procenat tačnih predviđanja je dosta niži u odnosu na ostale skupove podataka.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8zAwAI5ALyxyYyuAAAAABJRU5ErkJggg==)

Izazov u radu sa D ćelijama je pre svega veoma mali broj instanci u skupu za treniranje. Za klasifikaciju nad BS1 to nije predstavljalo veliki problem, kao što vidimo na slici 15, međutim kad pogledamo rezultate za BS2 primećujemo da naši modeli skoro pa i ne pogađaju ovu klasu. Ovo se ne vidi u celokupnim ocenama modela, baš zbog tog malog udela ove klase u skupu.

Rezultate za M ćelije možemo pronaći na slici 16 Ovde nam je ponovo najzanimljiviji skup BS2, kod preostalih imamo dobre rezultate jedino malo slabije za 10x. Uočavamo ogromne razlike kod modela slučajnih šuma i XGBoosta-a, u odnosu na modele logističke regresije i neuronskih mreža. Sa jedne strane imamo osrednje, odnosno dosta loše rezultate, dok sa druge strane imamo savršena predviđanja. Ovo nam je samo još jedan pokazatelj koliko su, za naš problem, drvoliki algoritmi lošiji od drugih.
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Za NK ćelije dobijamo malo lošije rezultate, u poređenju sa standardom koji smo postavili do sad. Ova klasa je druga najmanje zastupljena, posle D, pa je to jedan od razloga zbog čega su rezultati takvi kakvi su. Na slici 17 imamo priliku da primetimo neke već poznate probleme (slabije vrednosti za drvolike algoritme, u ovom slučaju posebno loše za slučajne šume, neuravnotežen BS2…). Ono što možemo posebno da naglasimo jeste najmanji procenat tačno pogođenih instanci u BS1, u poređenju sa ostalim klasama.
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I za kraj nam ostaju još samo T ćelije, ali one su nam možda i najznačajnije zbog najvećeg broja instanci koje im pripadaju. Iz tog razloga možemo biti veoma zadovoljni dobijenim rezultatima sa slike 18. Kroz sve datoteke i sve modele imamo izvanredne rezultate, što nam je samo još jedan pokazatelj da su naši modeli zaista kvalitetni. Ali ovde možemo primetiti još jednu zanimljivost. Naime, kod BS2 skupa vidimo da su slučajne šume i XGBoost sada bolji nego logistička regresija i neuronske mreže, što objašnjava zbog čega su u celokupnoj klasifikaciji veoma slični pri metrikama, iako su kod pojedinačnih klasa zaostajali. To nam i govori da su se ovi modeli možda ipak malo preprilagodili zbog samog broja instanci klase T.
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## 4.6 NADUZORKOVANJE

Iako su navedeni rezultati sasvim prihvatljivi, zbog činjenice da je naš skup podataka nebalansiran, poslužićemo se tehnikom naduzorkovanja, a zatim i poduzorkovanjem (en. oversampling, undersampling). Kao što je ranije napomenuto, pokretanjem *oversampling.ipynb* iz direktorijuma *preprocessing* dobili smo nove skupove podataka za trening (i testiranje) modela za BS1. Ovi modeli su kreirani na iste načine (i u istim sveskama) kao što su i prethodno navedeni modeli, za svaki od algoritama.

Ukoliko bi uporedili rezultate klasifikacije modela treniranih na naduzorkovanim podacima sa modelima treniranim na celokupnim skupovima, na prvi pogled ne primećujemo skoro nikakve razlike. Iz tog razloga ih nećemo tako detaljno analizirati, samo ćemo u tabeli 29 prikazati neposredno poređenje za tačnost predviđanja pre i posle naduzorkovanja.

|  | BS1 | | BS2 | | GEO | | 10x | |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Model** | **Pre**  **(%)** | **Posle (%)** | **Pre**  **(%)** | **Posle (%)** | **Pre**  **(%)** | **Posle (%)** | **Pre**  **(%)** | **Posle (%)** |
| RF | 96.10 | 96.16 | 85.32 | 86.32 | 93.92 | 94.12 | 90.46 | 92.75 |
| XGB | 96.48 | 96.41 | 77.73 | 85.76 | 93.51 | 91.45 | 98.52 | 98.90 |
| LR | 95.85 | 96.03 | 84.10 | 84.65 | 84.82 | 84.60 | 98.77 | 98.78 |
| MLP | 95.80 | 95.88 | 92.09 | 91.51 | 94.10 | 91.68 | 99.29 | 98.93 |

Tabela 29: Poređenje modela treniranih na podacima pre i posle naduzorkovanja

# 5 ZAKLJUČAK

Konačne rezultate možete pronaći u direktorijumu *results* unutar sveske *results.ipynb*, a izlazne vrednosti modela testiranih nad BS2, GEO i 10x datotekama možete videti u datotekama *results\_bs2.csv, results\_geo.csv* i *results\_10x.csv* u istom direktorijumu.

Na osnovu svih izloženih rezultata i statistika, možemo reći da smo uspešno uspeli da napravimo modele klasifikacije koji će predviđati periferne mononuklearne krvne ćelije. Glavni problem koji je bio klasifikacija za skup podataka iz datoteke BS1 je odrađen sa više nego zadovoljavajućim krajnjim ocenama, dok je čak i predviđanje klasa u preostalim datotekama ispalo sasvim korektno. U ponudi imamo 4 modela, od kojih svaki ima svoje prednosti i mane, ali ne bismo pogrešili ukoliko bismo izabrali bilo koji od njih. Algoritmi poput logističke regresije i neuronskih mreža se pokazuju kao najuravnoteženiji, dok slučajne šume i XGBoost deluju kao najbolji izbor ukoliko nam je najbitnije da uspešno predviđamo najveću klasu, tj. T ćelije. Konačan izbor će uvek zavisiti od konkretnog problema na koji ćemo primenjivati ove modele, kao i raznih drugih parametara.
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