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Abstract

This manuscript focuses on developing a unified framework for simultaneously generating datasets that encompass four major types of variables (binary, ordinal, count, and continuous) under specified marginal distributions and an appropriate dependence structure for simulation studies. Simulation-based approaches are widely employed in pharmaceutical research and practice. A key element of any simulation study is the characterization of model components and parameters that jointly describe a scientific phenomenon. When such characterization cannot be fully achieved through deterministic methods, investigators frequently turn to random number generation (RNG) to produce simulation-driven solutions that capture the inherent randomness of the process. Although numerous RNG techniques have been proposed in the literature, a significant shortcoming is that most were not designed to accommodate all the aforementioned variable types at once. Consequently, these methods often yield only partial solutions, since real-world datasets typically consist of diverse variable forms. The present work contributes a substantial enhancement to the current methodologies by providing a systematic framework and an in-depth exploration of mixed data generation. We introduce an algorithm tailored to generate data with mixed marginals, describe its operational, computational, and practical aspects, and discuss potential extensions to encompass more complex distributional scenarios involving richer marginal features and dependence structures.
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# 1 Introduction and motivation

In pharmaceutical research, investigators often encounter a diverse array of variable types, each capturing different aspects of clinical and experimental data. Binary variables represent two possible outcomes, such as whether a patient experienced an adverse event (yes/no) or whether a treatment was effective (success/failure). Ordinal variables capture ordered categories without assuming equal spacing between them; for instance, patient-reported pain intensity measured on a Likert scale (none, mild, moderate, severe) or disease severity stages. Count variables reflect the number of times an event occurs, such as the number of hospital visits, relapses during a trial, or the frequency of dosing errors. Finally, continuous variables measure quantities on a numeric scale, such as blood pressure, cholesterol level, drug plasma concentration, or time to symptom relief. Collectively, these variable types allow researchers to comprehensively evaluate treatment efficacy, safety, and patient outcomes across multiple dimensions.

Stochastic simulation constitutes an essential component and central theme of scientific investigation. The processes of model construction, parameter estimation, and hypothesis testing generally rely on simulation to verify the robustness, credibility, and practical relevance of inferential methods. Simulations help determine how effectively a proposed model reflects the underlying population values and how appropriately it adapts when the foundational assumptions are violated. Representing a real concept through approximations, surrogate constructs, and imperfect reflections of the presumed truth—then repeatedly refining or even reinterpreting this empirical truth—enables researchers to uncover the mechanisms assumed to drive the process under study. Through iterative data generation that reproduces the key features of observed datasets, investigators can systematically examine the performance of their methods. Measures of accuracy and precision for model parameters serve as indicators of methodological adequacy, while also pointing to potential corrective actions for reducing the gap between theoretical expectations and empirical reality.

Simulation studies have been widely applied across numerous fields to improve understanding and address today’s increasingly complex challenges. At the heart of any such study lies the quantification of model components and parameters that together represent a scientific process. Because deterministic approaches are often insufficient for capturing intricate dynamics, researchers turn to random number generation (RNG) methods to develop simulation-based solutions that reflect the inherent randomness of real-world systems. These problems typically involve diverse variable types—binary, ordinal, count, and continuous—that interact through both causal and correlational dependencies to define the underlying mechanisms of interest. In contemporary research, the shift is clear: from small-scale to large-scale data, from mechanistic to empirical reasoning, from exact analytical results to simulation-driven insights, and from idealized mathematical precision to practical approximations of reality. Within this evolving landscape, the framework presented here is significant in that the foundational setup for mixed-data generation can be extended to accommodate a wide array of scenarios encountered across disciplines.

This study focuses on establishing the foundation of a unified framework for simultaneously generating datasets that incorporate four principal types of variables, given specified marginal distributions and a valid dependence structure expressed through Pearson correlations for simulation purposes. While numerous random number generation (RNG) techniques have been proposed in the literature, a key limitation is that they were not developed to handle a full mixture of all major variable types. The present work provides a systematic and comprehensive investigation into mixed data generation; it represents a significant extension of existing methodologies and has the potential to meaningfully advance scientific inquiry and applied research. The broader value of this framework lies in its ability to support data analysts, practitioners, theoreticians, and methodologists across diverse fields in simulating mixed data efficiently. The proposed algorithm delivers a robust suite of computational tools with strong potential to enhance research infrastructure and educational practices in pharmaceutical sciences and related disciplines.

We introduce a random number generation (RNG) algorithm that integrates four primary types of variables, extending our earlier contributions on multivariate ordinal data generation (Demirtas, 2006), the joint simulation of binary and normal data (Demirtas and Doganay, 2012), ordinal and normal data (Demirtas and Yavuz, 2015), and count and normal data (Amatya and Demirtas, 2015a), all under specified marginal distributions and dependence parameters, along with related foundational work (Emrich and Piedmonte, 1991; Demirtas and Hedeker, 2011, 2016; Demirtas et al., 2016; Ferrari and Barbiero, 2012; Yahav and Shmueli, 2012), and power polynomial transformations capable of capturing a wide spectrum of continuous distributions (Fleishman, 1978; Vale and Maurelli, 1983; Headrick, 2010; Demirtas et al., 2012; Demirtas, 2017a). The conceptual framework, algorithmic formulation, operational strategies, and implementation details are presented throughout the paper.

The manuscript is organized as follows: Section 2 introduces the main algorithm for jointly generating all major variable types by integrating both existing methods and newly developed components. This unified algorithm addresses several critical aspects, including the modeling of correlation transitions across different variable types. Specifically, it involves the generation of multivariate normal (MVN) data as the basis for discretizing binary and ordinal variables, a correlation-mapping procedure via inverse cumulative distribution functions (cdfs) for handling count variables, and power transformations that convert normal variates into nonnormal outcomes for the continuous case. In the course of this exposition, we also discuss multiple forms of correlation relevant to the framework, describe linear and nonlinear relationships between correlations before and after discretization or mapping, clarify the correlation bounds imposed by marginal distributions, and elaborate on the use of multivariate power polynomials for generating continuous data. Section 3 provides implementation details and illustrative examples via an package that operationalizes the algorithm, showcasing its performance and practical utility. Section 4 concludes with a discussion of the method’s significance and final remarks.

# 2 Algorithm

The proposed algorithm is designed to simultaneously generate binary, ordinal, count, and continuous variables based on user-specified marginal distributions and dependence structures. Count variables are modeled using the Poisson distribution, continuous variables can follow a wide variety of distributional forms, and skip patterns are accommodated for ordinal outcomes. Users must provide the marginal specifications—proportions for binary and ordinal variables, rate parameters for count variables, and third and fourth central moments for continuous variables—along with a valid Pearson correlation matrix.

At its core, the algorithm operates by constructing the correlation matrix of latent multivariate normal (MVN) data, which serve as an intermediate framework. Binary and ordinal variables are produced through dichotomization and ordinalization using threshold-based methods, count variables are derived via correlation mapping with inverse cumulative distribution function (cdf) matching, and continuous variables are generated through power transformations applied to normal variates. This process accounts for correlation shifts introduced by discretization, mapping, and transformation. To clarify terminology: correlations between two continuous variables are conventionally measured by Pearson’s coefficient; when one or both variables are dichotomized or ordinalized, alternative designations apply. Specifically, correlations between a continuous variable and a dichotomized/ordinalized variable are referred to as biserial/polyserial before discretization and point-biserial/point-polyserial afterward. When both variables are discretized, correlations between the latent continuous counterparts are known as tetrachoric (for binary) or polychoric (for ordinal). The phi coefficient denotes the correlation between two dichotomous variables; although strictly defined for binary outcomes, we also extend its use to ordinal and count cases for convenience. All of these measures are, in essence, special cases of the Pearson correlation. The coefficients of power expansions for normal-based transformations of continuous distributions can be obtained by solving nonlinear systems of equations, and these coefficients are then used to define the intermediate correlations among the normal variates. By synthesizing these correlation relationships, the algorithm enables unified generation of binary, ordinal, count, and continuous data under the specified marginal conditions.

In what follows, let , , , and denote binary, ordinal, count, and continuous variables, respectively. While binary is a special case of ordinal, for the purpose of clarity and exposition, the steps are presented separately. Let be the specified Pearson correlation matrix, which comprises ten submatrices that correspond to all possible variable-type combinations.

The required parameter values are ’s for binary and ordinal variables, ’s for count variables, pairs (skewness and excess kurtosis, respectively) for continuous variables, and the entries of the correlation matrix . These quantities are either specified or estimated from a real data set that is to be mimicked. The steps of the algorithm are as follows:

1. *Work with positive definite correlation matrices:* Check if is positive definite. If it is not, use the closest positive definite matrix (Higham, 2002).
2. *Prevent obvious specification errors:* Perform logical checks such as binary and ordinal proportions are between 0 and 1, probabilities add up to for ordinal variables, the Poisson rates are positive for count variables, skewness-excess kurtosis values are within the universal bounds for continuous variables, the parameter vectors are consistent with the number of variables, is symmetric and its diagonal entries are , to prevent obvious specification errors.
3. *Store the key quantities:* Store the means and standard deviations of the continuous variables (needed in Step 24), and work with the centered and scaled versions of the continuous variables. Note that correlations remain unchanged with this linear transformation.
4. *Make sure all correlation values are within the feasible range:* Find the upper and lower correlation bounds for all pairs by the sorting method of Demirtas and Hedeker (2011). It is well-known that correlations are not bounded between and in most bivariate settings, different upper and/or lower bounds may be imposed by the marginal distributions. These restrictions apply to discrete variables as well as continuous ones. Let be the set of cdfs on having marginal cdfs and . In , there exist cdfs and , called the lower and upper bounds, having minimum and maximum correlation. For all , and . For any and all , . If , , and denote the Pearson correlation coefficients for , , and , respectively, then . One can infer that if is uniform in , then and are maximally correlated; and and are maximally anticorrelated. In practical terms, generating and independently with a large number of data points before sorting them in the same and opposite directions, yields the approximate upper and lower correlation bounds, respectively. Make sure all elements of are within the plausible range. The importance of this stems from the fact that the specified correlations should be within the feasible limits for any simulation study.
5. *Compute normal correlations from binary correlations:* For B-B combinations, find the tetrachoric (pre-dichotomization) correlation given the specified phi coefficient  
   (post-dichotomization correlation). Let represent binary variables such that and , where () and (phi coefficient) are given. Let be the cdf for a standard bivariate normal random variable with correlation coefficient (tetrachoric correlation). Naturally, , where . The connection between and is reflected in the equation below (Eq. 1)

* Solve for where denotes the quantile of the standard normal distribution, and . Repeat this process for all B-B pairs.

1. *Compute normal correlations from ordinal correlations:* For B-O and O-O combinations, implement an iterative procedure that finds the polychoric (pre-discretization) correlation given the ordinal phi coefficient (post-discretization correlation). Suppose , where denotes the bivariate standard normal distribution with correlation matrix whose off-diagonal element is . Let be the bivariate ordinal data where the underlying is discretized based on corresponding normal quantiles given the marginal proportions, with a correlation matrix . If we need to sample from a random vector whose marginal cdfs are tied together via a Gaussian copula, we generate a sample from , then set when , where is the cdf of the standard normal distribution. The correlation matrix of , denoted by (with an off-diagonal entry ) obviously differs from due to discretization. More specifically, in large samples. The relationship between and can be established via the following algorithm (Ferrari and Barbiero, 2012):
   1. Generate standard bivariate normal data with the correlation where . Here, is the initial polychoric correlation.
   2. Discretize and , based on the cumulative probabilities of the marginal distribution and , to obtain and , respectively.
   3. Compute through and . Here, is the ordinal phi coefficient after the first iteration.
   4. Execute the following loop as long as and ( and are the maximum number of iterations and the maximum tolerated absolute error, respectively, both quantities are set by the users):  
      a) Update by , where . Here, serves as a correction coefficient, which ultimately converges to 1.  
      b) Generate bivariate normal data with , and compute after discretization.

* Again, this process should be repeated for each B-O and O-O pair.

1. *Compute normal correlations from count correlations:* For C-C combinations, compute the corresponding normal correlations (pre-mapping) given the specified count correlations (post-mapping) via the inverse cdf method in Yahav and Shmueli (2012) that was proposed in the context of correlated count data generation. Their method utilizes a slightly modified version of the NORTA (NORmal To Anything) approach (Nelsen, 2006), which involves the generation of MVN variates with given univariate marginals and the correlation structure (), and then transforming it into any desired distribution using the inverse cdf. In the Poisson case, NORTA can be implemented by the following steps:
   1. Generate a -dimensional normal vector from distribution with mean vector and a correlation matrix .
   2. Transform to a Poisson vector as follows:
      1. For each element of , calculate the normal cdf, .
      2. For each value of , calculate the Poisson inverse cdf with a corresponding marginal rate , ; where .
   3. is a draw from the desired multivariate count data with a correlation matrix .

* An exact theoretical connection between and has not been established to date. However, it has been shown that a feasible range of correlation between a pair of Poisson variables after the inverse cdf transformation is within  
  , where and are the marginal rates, and . Yahav and Shmueli (2012) proposed a conceptually simple method to approximate the relationship between the two correlations. They have demonstrated that can be approximated as an exponential function of where the coefficients are the functions of and . This mapping procedure should be executed for each C-C pair.

1. *Model the transition between pre- and post-discretization correlations when one variable is binary/ordinal and the other is continuous:* For B-CNT/O-CNT combinations, find the biserial/polyserial correlation (before discretization of one of the variables) given the point-biserial/point-polyserial correlation (after discretization) by the linearity and constancy arguments proposed by Demirtas and Hedeker (2016). Suppose that and follow a bivariate normal distribution with a correlation of . Without loss of generality, we may assume that both and are standardized to have a mean of and a variance of . Let be the binary variable resulting from a split on , . Thus, and where . The correlation between and , can be obtained in a simple way, namely, . We can also express the relationship between and via the following linear regression model (Eq. 2):

* where is independent of and , and follows . When we generalize this to nonnormal and/or (both centered and scaled), the same relationship can be assumed to hold, with the exception that the distribution of follows a nonnormal distribution. As long as Eq. 2 is valid, the covariance between the dichotomized version of X and Y is as follows: (Eq. 3)
* Since is independent of , it will also be independent of any deterministic function of such as , and thus will be . As , , and , Eq. 3 reduces to the following equation (Eq. 4):
* In the bivariate normal case, where is the ordinate of the normal curve at the point of dichotomization. Eq. 4 indicates that the linear association between and is assumed to be fully explained by their mutual association with . The ratio, is equal to . It is a constant given and the distribution of . Once the ratio () is found, one can compute the biserial correlation () when the point-biserial correlation () is specified. When is ordinalized to obtain , the fundamental ideas remain unchanged. If the assumptions of Eqs. 2 and 4 are met, the method is equally applicable to the ordinal case in the context of the relationship between the polyserial (before ordinalization) and point-polyserial (after ordinalization) correlations. The easiest way of computing is to generate with a large number of data points, then ordinalize it to obtain , and then compute the sample correlation between and . and could follow any continuous distribution. However, in the current algorithm is assumed to be a part of the MVN data before discretization for simplicity, as it is eventually going to be discretized. This will be needed in Step 11.

1. *Model the transition between pre- and post-mapping correlations when one variable is count and the other is continuous:* For C-CNT combinations, find the biserial/polyserial correlation (before mapping one of the variables) given the point-biserial/point-polyserial correlation (after mapping). This can easily be done by the count version of Eq. 4, where and marginally follow a standard normal distribution, is a count variable following the Poisson distribution with the rate parameter , and results from an inverse cdf transformation on , i.e., , leading to which is equal to the ratio of correlations before and after correlation mapping. Once the ratio () is available, one can compute when is specified. This will be needed in Step 14.
2. *Apply polynomial transformations to compute normal correlations from nonnormal continuous data correlations:* For CNT-CNT pairs, the computational mechanism is the power polynomials approach, originally proposed by Fleishman (1978), who argued that real-life distributions of variables are typically characterized by their first four moments. He presented a moment-matching procedure that simulates nonnormal distributions often used in Monte Carlo studies. It is based on the polynomial transformation, , where follows the standard normal distribution, and is standardized (zero mean and unit variance). The distribution of depends on the constants and , and the specified values of skewness () and excess kurtosis (). This procedure of expressing any given variable by the sum of linear combinations of powers of a standard normal variate is capable of covering a wide area in the skewness-elongation plane whose bounds are given by the general expression . Assuming that , and , by utilizing the first moments of the standard normal distribution, the following set of equations (Eqs. 5-8) can be derived:

* These equations can be solved by the Newton-Raphson method, or any other plausible root-finding or nonlinear optimization routine. A computer implementation using the Newton-Raphson algorithm for this particular setting is given by Demirtas and Hedeker (2008a). Note that the parameters are estimated under the assumption that the mean is , and the standard deviation is ; the resulting data set should be back-transformed to the original scale by multiplying every data point by the standard deviation and adding the observed data mean. Since , it reduces to solving the following equations:
* The first derivative matrix is given by
* where , ,   
  , ,   
  ,   
   Updating equations in Newton-Raphson are
* The next steps focus on the multivariate extension (Vale and Maurelli, 1983) that has a central role in the project. The procedure for generating multivariate continuous data begins with the computation of the constants given in Eqs. 5-8, for each variable independently. The multivariate case can be formulated in matrix notation as shown below. First, let and be variables drawn from standard normal populations; let be the vector of powers zero through three, ; and let be the weight vector that contains the power function weights , , , and , . The nonnormal variable is then defined as the product of these two vectors, . Let be the correlation between two nonnormal variables and corresponding to the normal variables and , respectively. As the variables are standardized, meaning , , where is the expected matrix product of and :
* where is the correlation between and . After algebraic operations, the following relationship between and in terms of polynomial coefficients ensues (Eq. 9):
* Solving this cubic equation for yields the intermediate correlation between the two standard normal variables that is required for the desired post-transformation correlation . If is within the feasible bounds, then (Headrick, 2010). Clearly, correlations for each pair of variables should be assembled into a matrix of intercorrelations that will be used in MVN data generation. These data are then transformed to the intended nonnormal data through the polynomial equation, separately for each variable. The reason we work with the standardized (centered and scaled) data is that it makes the set of nonlinear equations manageable.  
  Without the standardization of s, Eqs. 5-8 would have been much more complicated, and the polynomial coefficients would be different for every mean-variance pair, substantially limiting the method’s utility. After the nonnormal data generation, one goes back to the original scale by reverse centering and scaling. It is well-known that linear transformations such as centering and scaling do not change the correlation value. The standardization does not affect the skewness and kurtosis values either, and hence it is merely a computational convenience for our purposes. In other words, all of the first four moments play a role here. Back to the algorithm, estimate the power coefficients for each continuous variable by Eqs. 5-8 given corresponding and values and find the intermediate correlation by solving Eq. 9 for each CNT-CNT pair.

1. *Compute ordinal-normal correlations from ordinal-nonnormal correlations:* For each O-CNT pair, assume that there are two identical standard normal (N) variables, one is the normal component of the continuous variable and the other underlies the ordinal variable before discretization. Compute by the ordinal version of Eq. 4.
2. *Compute normal-nonnormal continuous correlations:* Solve for assuming , so that the linear association between O and CNT is assumed to be fully explained by their mutual association with N. In this equation, is specified, and is found in Step 11.
3. *Find the underlying normal correlations for binary-continuous and ordinal-continuous pairs:* Compute the intermediate correlation between CNT and by Eq. [[eq:inter]](#eq:inter). Notice that for standard normal variables, and . So the intermediate correlation is the ratio, , where and are the coefficients of the nonnormal continuous variable. Steps 11-13 are equally applicable for B-CNT pairs.
4. *Compute count-normal correlations from count-nonnormal correlations:* For each C-CNT pair, assume that there are two identical standard normal (N) variables, one is the normal component of the continuous variable, and the other underlies the count variable before the inverse cdf matching. Compute by the count version of Eq. 4.
5. *Compute normal-nonnormal continuous correlations:* Solve for assuming , so that the linear association between C and CNT is assumed to be fully explained by their mutual association with N. In this equation, is specified, and is found in Step 14.
6. *Find underlying normal correlations for count-continuous pairs:* Compute the intermediate correlation between CNT and by Eq. 9, which is  
   , as in Step 13.
7. *Compute underlying normal correlations for binary/ordinal-count pairs:* For each O-C pair, suppose that there are two identical standard normal variables, one underlying the ordinal variable before discretization, the other underlying the count variable before the inverse cdf matching. Find by Eq. 4. Then, assume . is specified and is calculated. Solve for . Then, find the underlying N-N correlation by Eq. 4. The same mechanism applies to B-C combinations.
8. *Assemble all the underlying normal correlations:* Construct an overall correlation matrix, by assembling the results from Steps 5-17.
9. *Make sure the post-transformation correlation matrix is positive definite:* Check if is positive definite. If it is not, find the nearest positive definite correlation matrix by the method of Higham (2002).
10. *Simulate multivariate normal data:* Generate multivariate normal data with a mean vector of and the correlation matrix of , which can easily be done by using the Cholesky decomposition of and a vector of univariate normal draws. The Cholesky decomposition of produces a lower-triangular matrix for which . If are independent standard normal random variables, then is a random draw from this distribution.
11. *Discretize variables that were originally binary or ordinal:* Obtain binary and ordinal variables using the thresholds determined by the marginal proportions using quantiles of the normal distribution.
12. *Inverse map variables that were originally count:* Obtain count variables by the inverse cdf matching procedure.
13. *Get realizations for continuous variables:* Obtain continuous variables by the sum of linear combinations of powers of standard normals using the corresponding coefficients.
14. *Go back to the original scale for continuous variables:* Transform back to the original scale for continuous variables by reverse centering and scaling.

The assessment of the algorithmic performance will be carried out through the evaluation metric developed in Demirtas (2004a, 2006, 2008, 2016) and Demirtas et al. (2007, 2008) by using a broad set of simulation specifications that can be encountered in real life.

In real applications and related simulation studies, one needs to posit a distribution for variables of interest by combining common sense, past trends, published examples, discipline-specific considerations, and the applied context of the problem. Our studies suggest that the algorithmic performance, in a wide range of distributional settings that reflect how properly data can be generated in terms of commonly accepted accuracy and precision measures, is decent. However, more rigorous evaluations are needed to take a point of advocacy.

The assessment of the algorithm performance in terms of commonly accepted accuracy and precision measures in RNG and imputation settings as well as in other simulated environments can be carried out through the evaluation metric developed in Demirtas (2004a, 2004b, 2005a, 2005b, 2007a, 2007b, 2008, 2009a, 2010a, 2017b, 2017c), Demirtas and Hedeker (2007, 2008a, 2008b, 2008c), Demirtas and Schafer (2003), and Demirtas et al. (2007, 2008).

# 3 Implementation and Simulated Examples

The software implementation of the algorithm has been done in **PoisBinOrdNonNor** package (Demirtas et al., 2021), which is employed to simultaneously generate the mixed data that contains the count, binary, ordinal, and nonnormal continuous variables within environment (R Development Core Team, 2025). In what follows, the algorithm in **PoisBinOrdNonNor** and how to operationalize it is briefly described.

*Step A. Define the sample size and the number of variables*  
Let the count, binary, ordinal, and nonnormal continuous variables be denoted by , , , and . Let the sample size of the mixed data be . Furthermore, let the number of count, binary, ordinal, and nonnormal variable be , , , and . The values of , , , , and have to be specified in the function genPBONN. With this information, the total number of the variables in the mixed data can then be determined, in formula .

*Step B. The specification of the marginal distributions*  
Throughout the package, it is assumed that the count variables follow a Poisson distribution with rate parameter . The binary variables are assumed to follow Binomial distribution with proportion parameter . For ordinal data, the cumulative distributions are described by thresholds . For the continuous normal variables, the symmetry and elongation parameters have to be given. For the purpose of illustration, the third and fourth central moments are used to measure the lopsidedness and the heaviness of the tail of the distribution. Note, the standardized third and fourth moments are called the skewness () and excess kurtosis ().

*Step C. The specification of a feasible association structure for the mixed data*  
The Pearson correlation matrix of size (), denoted by , is employed to describe the association structure for the mixed data. Prior to its use, the feasibility of the correlation structure has to be assessed. Specifically, must satisfy the following criteria: 1) it is a symmetric positive definite matrix, and 2) all of its diagonal entries are one.

*Step D. The submatrix of the association structure needs to be within correlation bounds*  
The Pearson correlation matrix, , consists of ten submatrices corresponding to different variable type combinations. Here Demirtas and Hedeker’s sorting algorithm (2011) is utilized to check every entry of is within the attainable bounds.

*Step E. Compute the intermediate MVN correlations for each of the specified correlation matrix entries depending on the variable type combination*  
This step involves the calculation of tetrachoric, polychoric, biserial, and polyserial correlations for each pair, given the type of the pairs, as well as intermediate normal correlations for the nonnormal continuous pairs.

*Step F. Create the overall MVN correlation matrix*   
By assembling the outcomes of Steps D and E, we create the overall correlation matrix . This correlation can be found by the function find.cor.mat.star. After doing this, needs to be confirmed as a positive definite matrix. If it does not, should be replaced by the nearest positive semidefinite matrix.

*Step G. Generate the mixed data*  
The engine function for generating multivariate normal data (MVN) is genPBONN. Once MVN data are simulated, one can and should go back to the original scales through dichotomization and ordinalization or binary and ordinal variables, respectively, by the threshold concept, through inverse cdf mapping for count variables, and through power polynomials for continuous variables.

## 3.1 Simulation setting

A simulation study is conducted considering eight scenarios (see Tables 1 and 2). Three aspects are considered to define a scenario. The first is the sample size. Following the common practice, small sample size is given as , and moderate sample size is . The second is the correlation structure. Two different correlation structures are included to test the robustness and validity of the algorithm. The last one is the form of the nonnormal distribution. To do so, a total of two distribution settings are considered. In scenarios 1-4. define the variable as Beta distribution and the variable as Laplace distribution . In scenarios 5-8, define the variable as Uniform distribution and the variable as a Gaussian mixture ().

Table 1: The eight scenarios for marginal distributions considered in the simulation

| Scenario | | | 1,2,3,4 | 5,6,7,8 |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Sample size | | | 100,1000 | 100,1000 |  |  |  |  |  |  |
| Poisson |  |  | 0.4 | 2 |  |  |  |  |  |  |
|  |  |  | 4.0 | 8 |  |  |  |  |  |  |
| Binary |  |  | 0.8 | 0.9 |  |  |  |  |  |  |
|  |  |  | 0.5 | 0.3 |  |  |  |  |  |  |
| Ordinal |  |  | 0.3 | 0.2 |  |  |  |  |  |  |
|  |  |  | 0.7 | 0.5 |  |  |  |  |  |  |
|  |  |  | 0.5 | 0.4 |  |  |  |  |  |  |
|  |  |  | 0.8 | 0.8 |  |  |  |  |  |  |
| Nonnormal |  |  | 0.6667 | 0.5000 |  |  |  |  |  |  |
|  |  |  | 0.0317 | 0.0833 |  |  |  |  |  |  |
|  |  |  | -0.4677 | 0.0000 |  |  |  |  |  |  |
|  |  |  | -0.3750 | -1.2000 |  |  |  |  |  |  |
|  |  |  | 0 | 2 |  |  |  |  |  |  |
|  |  |  | 3 | 2 |  |  |  |  |  |  |
|  |  |  | 1 | 0 |  |  |  |  |  |  |
|  |  |  | 2 | -0.9582 |  |  |  |  |  |  |

Table 2: The correlation structures of the eight scenarios

| Scenario | 1,2 | 3,4 | 5,6 | 7,8 |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 0.1230 | 0.2537 | 0.1423 | 0.1764 |  |  |  |  |
|  | 0.0966 | 0.1065 | 0.1089 | 0.1117 |  |  |  |  |
|  | 0.1209 | 0.1043 | 0.2875 | 0.2162 |  |  |  |  |
|  | 0.2361 | 0.1066 | 0.1239 | 0.0947 |  |  |  |  |
|  | 0.2693 | 0.2308 | 0.3126 | 0.1609 |  |  |  |  |
|  | 0.2853 | 0.0555 | 0.1210 | 0.1668 |  |  |  |  |
|  | 0.1274 | 0.2270 | 0.1972 | 0.0840 |  |  |  |  |
|  | 0.1029 | 0.1539 | 0.1925 | 0.1172 |  |  |  |  |
|  | 0.0823 | 0.0543 | 0.2846 | 0.1875 |  |  |  |  |
|  | 0.1035 | 0.2484 | 0.1078 | 0.1322 |  |  |  |  |
|  | 0.0853 | 0.3455 | 0.2016 | 0.1665 |  |  |  |  |
|  | 0.3299 | 0.0600 | 0.3491 | 0.2467 |  |  |  |  |
|  | 0.2082 | 0.2196 | 0.1524 | 0.2900 |  |  |  |  |
|  | 0.1123 | 0.1491 | 0.0688 | 0.0644 |  |  |  |  |
|  | 0.2439 | 0.2494 | 0.2053 | 0.0889 |  |  |  |  |
|  | 0.0896 | 0.1115 | 0.1302 | 0.0789 |  |  |  |  |
|  | 0.1109 | 0.1474 | 0.0519 | 0.1563 |  |  |  |  |
|  | 0.1184 | 0.1110 | 0.1244 | 0.1300 |  |  |  |  |
|  | 0.2236 | 0.3101 | 0.1006 | 0.1495 |  |  |  |  |
|  | 0.0757 | 0.1329 | 0.1034 | 0.1690 |  |  |  |  |
|  | 0.1753 | 0.2136 | 0.1009 | 0.1555 |  |  |  |  |
|  | 0.1107 | 0.0700 | 0.2178 | 0.2232 |  |  |  |  |
|  | 0.1793 | 0.1654 | 0.2328 | 0.1429 |  |  |  |  |
|  | 0.2925 | 0.1228 | 0.3589 | 0.2002 |  |  |  |  |
|  | 0.1966 | 0.1349 | 0.2551 | 0.0607 |  |  |  |  |
|  | 0.0884 | 0.3274 | 0.1476 | 0.1180 |  |  |  |  |
|  | 0.3336 | 0.1313 | 0.1613 | 0.1976 |  |  |  |  |
|  | 0.2740 | 0.2255 | 0.2091 | 0.2098 |  |  |  |  |

In each scenario, 1,000 simulated datasets are produced to evaluate the performance of the algorithm within the package **PoisBinOrdNonNor**, with particular attention to the accuracy and precision of the simulation replications. Table 3-10 show the point estimate, the accuracy, and the precision behavior of the parameters. The true values (TV) stand for the true parameters. The average estimates (AE) are calculated across the 1,000 replications. Let the true parameter be , and the estimated value be . For checking the accuracy, the relative bias (RB), defined as , and the standardized bias (SB), defined as , are used. Furthermore, to evaluate the hybrid measure of accuracy and precision, two more metrics, including the root mean square error (RMSE) of , defined as , and the coverage rate (CR) (which is the percentage of times that is contained within a 95% confidence interval) are employed.

To handle the potential Poisson over-dispersion issue, the approximate confidence interval is calculated from the square root transformation of the Poisson distribution. For ordinal variables, the standard deviation is computed from a multinomial distribution. For the sample Pearson correlation, the Fisher z-transformation is performed to convert the inherent skewed distribution into an approximately normal distribution. For nonnormal variables, bootstrap resampling was used times to construct the percentile confidence interval of 1) mean, 2) variance, 3) skewness, and 4) kurtosis of the nonnormal variable.

The discussion of the simulated results, which pertains to the evaluation of the parameter performance, consists of three parts: 1) the kurtosis and skewness of the nonnormal distributions, 2) the marginal distribution parameters, and 3) the correlation between each specific type of variable.

We begin by discussing the kurtosis and skewness of the nonnormal distributions. Since a large number and a greater value of the outliers will render the skewness and kurtosis larger and more positive, the performances of the kurtosis and skewness for the nonnormal distributions need to be examined separately. The outliers affect the kurtosis more than what it does the skewness due to the trends in the tails. However, such an effect can be mitigated by using a large sample size. Among the eight scenarios, we found that the average estimate aligns well with the corresponding true values as the sample size increases. For skewness, the range of the relative bias, standardized bias, and coverage rate are , , and when sample size is 100, and they can be improved to , , and when sample size is increased to 1,000. For kurtosis, the range of the relative bias, standardized bias, and coverage rate are , , and when sample size is 100, and these performances are enhanced to , , and when sample size is increased to 1,000.

The performance of the marginal distribution parameters is excellent. The average estimate of all the marginal distribution parameters is closer to the true values as the sample size increases. Among the eight scenarios, the range of the relative bias and standardized bias are and . The range of the coverage rate are in the neighborhood of the expected level . Similar conclusions hold for the associational parameters (correlations). Overall, the algorithm appears to be working properly across a broad spectrum of simulated settings we examined, as evidenced by the proximity between specified, true values and average estimates across simulation replicates.

Tables 3-10 given in the Appendix show the true values (TV), average estimates (AE), SD, RB, SB, RMSE, and CR that are calculated across the 1,000 replications. Throughout these results, the discrepancies between the specified and empirically computed correlations are indiscernible, and the deviations are within an acceptable range that can be expected in any stochastic process. For all marginal and associational quantities considered, relative and standardized biases as well as coverage rates and RMSEs demonstrate a close agreement with a nearly perfectly functioning procedure, lending a suggestive and compelling support to the presented methodology. Important relevant references in this context include Amatya and Demirtas (2015b, 2015c, 2016, 2017), Demirtas (2009b, 2009c, 2010b, 2014, 2017c, 2019); Demirtas and Gao (2022), Demirtas and Vardar-Acar (2017), Demirtas et al. (2009, 2014, 2017), Gao and Demirtas (2023), and Li et al. (2020).

# 4 Scientific Premise and Rigor

The importance of the present study arises from three primary considerations. First, it enables data analysts and practitioners in a wide range of fields, including pharmaceutical sciences, to simulate multivariate mixed-type data with relative ease. Second, the proposed framework can serve as a stepping stone toward the development of more advanced methods for simulation, computation, and data analysis in the era of digital information and large-scale datasets. The ability to generate numerous variables with diverse distributions, characteristics, and dependence structures enhances our capacity to understand and evaluate the operational properties of today’s complex data environments. Overall, this work offers a versatile and comprehensive set of computational tools whose generality and flexibility hold considerable promise for advancing statistical computing infrastructure in both research and education.

The notable strengths of the proposed algorithm can be summarized as follows:

1. Individual components are well-established.
2. Given their computational simplicity, generality, and flexibility, these methods are likely to be widely used by researchers, methodologists, and practitioners in a wide spectrum of scientific disciplines, especially in the big data era.
3. A specific set of moments for each variable is fairly rare in practice, but a specific distribution that would lead to these moments is very common; so, having access to these methods is needed by potentially a large group of people.
4. Simulated variables can be treated as outcomes or predictors in subsequent statistical analyses as the variables are being generated jointly.
5. Required quantities can either be specified or estimated from a real data set.
6. The continuous part can include virtually any shape (skewness, low or high peakedness, mode at the boundary, multimodality, etc.) that is spanned by power polynomials.
7. Ability to jointly generate different types of data may facilitate comparisons among existing data analysis and computation methods in assessing the extent of conditions under which available methods work properly, and foster the development of new tools, especially in contexts where correlations play a significant role (e.g., longitudinal, clustered, and other multilevel settings).
8. The approaches presented here can be regarded as a variant of multivariate Gaussian copula-based methods as (a) the binary and ordinal variables are assumed to have a latent normal distribution before discretization; (b) the count variables go through a correlation mapping procedure via the anything-to-normal approach; and (c) the continuous variables consist of polynomial terms involving normals.
9. As the mixed data generation routine is involved with latent variables that are subsequently discretized, it should be possible to see how the correlation structure changes when some variables in a multivariate continuous setting are dichotomized/ordinalized (Demirtas 2016; Demirtas and Hedeker, 2016; Demirtas et al., 2016a). An important by-product of this research will be a better understanding of the nature of discretization, which may have significant implications in interpreting the coefficients in regression-type models when some predictors are discretized. On a related note, this could be useful in meta-analysis when some studies discretize variables and some do not.
10. Availability of a general mixed data generation algorithm can markedly facilitate simulated power-sample size calculations for a broad range of statistical models.
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**APPENDIX**

The results that come out of a comprehensive simulation study that spans a wide range of parameter value combinations are given in Tables 3-10 below.

Table 3: Scenario 1. Small sample size, Correlation structure 1-2, Nonnormal: Beta(2,4) and Laplace(1,1)

| n | Variable | Parameter | TV | AE | RB | SB | RMSE | CR |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 100 |  |  | 0.4000 | 0.4029 | 0.7250 | 4.4830 | 0.7810 | 0.9490 |
|  |  |  | 4.0000 | 4.0095 | 0.2380 | 4.7555 | 3.6686 | 0.9490 |
|  |  |  | 0.8000 | 0.8012 | 0.1450 | 2.7795 | 0.8599 | 0.9150 |
|  |  |  | 0.5000 | 0.4988 | -0.2440 | 2.3306 | 0.7767 | 0.9270 |
|  |  |  | 0.3000 | 0.3000 | 0.0133 | 0.0863 | 0.7898 | 0.9570 |
|  |  |  | 0.7000 | 0.6976 | -0.3400 | 5.2097 | 0.8284 | 0.9480 |
|  |  |  | 0.5000 | 0.4976 | -0.4700 | 4.6827 | 0.7769 | 0.9420 |
|  |  |  | 0.8000 | 0.7982 | -0.2275 | 4.6777 | 0.8574 | 0.9400 |
|  |  |  | 0.6667 | 0.6674 | 0.1006 | 3.6674 | 0.8161 | 0.9470 |
|  |  |  | 0.0317 | 0.0316 | -0.2962 | 2.4422 | 0.8659 | 0.9330 |
|  |  |  | -0.4677 | -0.4319 | -7.6447 | 13.9694 | 1.1799 | 0.9420 |
|  |  |  | -0.3750 | -0.8414 | 124.3731 | 33.3706 | 2.0517 | 0.3540 |
|  |  |  | 0.0000 | -0.0026 | -Inf | 1.5499 | 0.9089 | 0.9460 |
|  |  |  | 3.0000 | 2.9717 | -0.9427 | 4.9477 | 2.7175 | 0.9020 |
|  |  |  | 1.0000 | 0.8939 | -10.6118 | 27.2712 | 0.9708 | 0.7690 |
|  |  |  | 2.0000 | 1.3906 | -30.4680 | 34.1748 | 2.1740 | 0.5810 |
|  | Correlation |  | 0.1230 | 0.1223 | -0.5108 | 0.6332 | 0.8456 | 0.9590 |
|  |  |  | 0.0966 | 0.0936 | -3.1726 | 3.5004 | 0.8446 | 0.9770 |
|  |  |  | 0.1209 | 0.1196 | -1.0704 | 1.3297 | 0.8348 | 0.9510 |
|  |  |  | 0.2361 | 0.2388 | 1.1208 | 2.8529 | 0.8056 | 0.9600 |
|  |  |  | 0.2693 | 0.2705 | 0.4706 | 1.3665 | 0.7974 | 0.9490 |
|  |  |  | 0.2853 | 0.2855 | 0.0726 | 0.2302 | 0.7852 | 0.9530 |
|  |  |  | 0.1274 | 0.1268 | -0.4683 | 0.6049 | 0.8353 | 0.9450 |
|  |  |  | 0.1029 | 0.1026 | -0.2389 | 0.2445 | 0.8477 | 0.9450 |
|  |  |  | 0.0823 | 0.0791 | -3.8563 | 3.1398 | 0.8499 | 0.9400 |
|  |  |  | 0.1035 | 0.1069 | 3.3401 | 3.5650 | 0.8318 | 0.9400 |
|  |  |  | 0.0853 | 0.0828 | -2.9420 | 2.4343 | 0.8606 | 0.9540 |
|  |  |  | 0.3299 | 0.3345 | 1.4066 | 5.0537 | 0.7898 | 0.9430 |
|  |  |  | 0.2082 | 0.2049 | -1.5787 | 3.7725 | 0.8068 | 0.9630 |
|  |  |  | 0.1123 | 0.1182 | 5.2254 | 6.0605 | 0.8360 | 0.9480 |
|  |  |  | 0.2439 | 0.2481 | 1.7329 | 4.5521 | 0.8053 | 0.9540 |
|  |  |  | 0.0896 | 0.0696 | -22.2892 | 20.0067 | 0.8566 | 0.9480 |
|  |  |  | 0.1109 | 0.0850 | -23.3832 | 25.7776 | 0.8442 | 0.9430 |
|  |  |  | 0.1184 | 0.0925 | -21.8665 | 25.3801 | 0.8529 | 0.9230 |
|  |  |  | 0.2236 | 0.1759 | -21.3273 | 46.9108 | 0.8269 | 0.9190 |
|  |  |  | 0.0757 | 0.0598 | -21.0284 | 15.7019 | 0.8601 | 0.9350 |
|  |  |  | 0.1753 | 0.1391 | -20.6762 | 36.4011 | 0.8257 | 0.9340 |
|  |  |  | 0.1107 | 0.1111 | 0.3574 | 0.3853 | 0.8442 | 0.9410 |
|  |  |  | 0.1793 | 0.1708 | -4.7634 | 8.6071 | 0.8285 | 0.9350 |
|  |  |  | 0.2925 | 0.2656 | -9.2106 | 34.7305 | 0.7925 | 0.9690 |
|  |  |  | 0.1966 | 0.1889 | -3.9313 | 8.3296 | 0.8144 | 0.9590 |
|  |  |  | 0.0884 | 0.0844 | -4.5399 | 4.0658 | 0.8622 | 0.9540 |
|  |  |  | 0.3336 | 0.3281 | -1.6495 | 6.1741 | 0.7799 | 0.9490 |
|  |  |  | 0.2740 | 0.2762 | 0.7950 | 2.4330 | 0.7912 | 0.9570 |
|  |  |  |  |  |  |  |  |  |

Table 4: Scenario 2. Moderate sample size, Correlation structure 1-2, Nonnormal: Beta(2,4) and Laplace(1,1)

| n | Variable | Parameter | TV | AE | RB | SB | RMSE | CR |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1000 |  |  | 0.4000 | 0.3992 | -0.2035 | 4.1179 | 0.7792 | 0.9570 |
|  |  |  | 4.0000 | 3.9984 | -0.0398 | 2.5653 | 3.6564 | 0.9510 |
|  |  |  | 0.8000 | 0.7999 | -0.0091 | 0.5435 | 0.8592 | 0.9410 |
|  |  |  | 0.5000 | 0.4999 | -0.0112 | 0.3589 | 0.7753 | 0.9550 |
|  |  |  | 0.3000 | 0.3000 | 0.0053 | 0.1073 | 0.7894 | 0.9440 |
|  |  |  | 0.7000 | 0.6999 | -0.0211 | 1.0415 | 0.8259 | 0.9500 |
|  |  |  | 0.5000 | 0.4999 | -0.0102 | 0.3112 | 0.7763 | 0.9340 |
|  |  |  | 0.8000 | 0.7996 | -0.0457 | 2.9115 | 0.8586 | 0.9480 |
|  |  |  | 0.6667 | 0.6668 | 0.0175 | 2.0883 | 0.8150 | 0.9510 |
|  |  |  | 0.0317 | 0.0317 | 0.0906 | 2.2330 | 0.8658 | 0.9540 |
|  |  |  | -0.4677 | -0.4680 | 0.0653 | 0.5517 | 1.1776 | 0.9450 |
|  |  |  | -0.3750 | -0.3730 | -0.5460 | 1.7965 | 1.1176 | 0.9420 |
|  |  |  | 0.0000 | -0.0002 | -Inf | 0.2812 | 0.8858 | 0.9370 |
|  |  |  | 3.0000 | 3.0048 | 0.1616 | 2.4483 | 2.7024 | 0.9260 |
|  |  |  | 1.0000 | 0.9924 | -0.7623 | 4.6619 | 0.9681 | 0.8850 |
|  |  |  | 2.0000 | 1.9559 | -2.2075 | 4.1573 | 2.0322 | 0.7690 |
|  | Correlation |  | 0.1230 | 0.1214 | -1.2289 | 4.7327 | 0.8369 | 0.9390 |
|  |  |  | 0.0966 | 0.0901 | -6.7664 | 22.7809 | 0.8414 | 0.9680 |
|  |  |  | 0.1209 | 0.1184 | -2.1089 | 8.2788 | 0.8298 | 0.9500 |
|  |  |  | 0.2361 | 0.2349 | -0.5482 | 4.4515 | 0.8021 | 0.9680 |
|  |  |  | 0.2693 | 0.2687 | -0.2184 | 2.0114 | 0.7880 | 0.9550 |
|  |  |  | 0.2853 | 0.2853 | 0.0084 | 0.0850 | 0.7817 | 0.9580 |
|  |  |  | 0.1274 | 0.1275 | 0.0562 | 0.2235 | 0.8352 | 0.9390 |
|  |  |  | 0.1029 | 0.1021 | -0.7845 | 2.5801 | 0.8446 | 0.9500 |
|  |  |  | 0.0823 | 0.0820 | -0.3245 | 0.8203 | 0.8442 | 0.9530 |
|  |  |  | 0.1035 | 0.1022 | -1.2281 | 4.0305 | 0.8334 | 0.9440 |
|  |  |  | 0.0853 | 0.0857 | 0.4668 | 1.2444 | 0.8502 | 0.9500 |
|  |  |  | 0.3299 | 0.3340 | 1.2425 | 14.1203 | 0.7860 | 0.9430 |
|  |  |  | 0.2082 | 0.2071 | -0.5349 | 4.0103 | 0.8026 | 0.9710 |
|  |  |  | 0.1123 | 0.1119 | -0.4026 | 1.4048 | 0.8310 | 0.9410 |
|  |  |  | 0.2439 | 0.2429 | -0.4060 | 3.3236 | 0.8006 | 0.9490 |
|  |  |  | 0.0896 | 0.0854 | -4.7104 | 13.7664 | 0.8449 | 0.9500 |
|  |  |  | 0.1109 | 0.1065 | -3.9596 | 13.8874 | 0.8319 | 0.9420 |
|  |  |  | 0.1184 | 0.1148 | -3.0316 | 11.2002 | 0.8387 | 0.9480 |
|  |  |  | 0.2236 | 0.2175 | -2.7319 | 20.5926 | 0.8076 | 0.9460 |
|  |  |  | 0.0757 | 0.0741 | -2.1876 | 5.2400 | 0.8468 | 0.9420 |
|  |  |  | 0.1753 | 0.1695 | -3.3115 | 18.9661 | 0.8108 | 0.9470 |
|  |  |  | 0.1107 | 0.1079 | -2.4684 | 8.1480 | 0.8436 | 0.9310 |
|  |  |  | 0.1793 | 0.1710 | -4.6134 | 25.5374 | 0.8189 | 0.9320 |
|  |  |  | 0.2925 | 0.2626 | -10.2417 | 117.5518 | 0.7888 | 0.8600 |
|  |  |  | 0.1966 | 0.1888 | -3.9990 | 27.0217 | 0.8054 | 0.9460 |
|  |  |  | 0.0884 | 0.0845 | -4.3540 | 11.9826 | 0.8518 | 0.9460 |
|  |  |  | 0.3336 | 0.3226 | -3.2823 | 37.7331 | 0.7806 | 0.9300 |
|  |  |  | 0.2740 | 0.2732 | -0.2968 | 2.8668 | 0.7848 | 0.9580 |
|  |  |  |  |  |  |  |  |  |

Table 5: Scenario 3. Small sample size, Correlation structure 3-4, Nonnormal: Beta(2,4) and Laplace(1,1)

| n | Variable | Parameter | TV | AE | RB | SB | RMSE | CR |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 100 |  |  | 0.4000 | 0.4028 | 0.6875 | 4.1999 | 0.7820 | 0.9440 |
|  |  |  | 4.0000 | 4.0112 | 0.2803 | 5.4953 | 3.6764 | 0.9460 |
|  |  |  | 0.8000 | 0.7991 | -0.1138 | 2.2938 | 0.8616 | 0.9320 |
|  |  |  | 0.5000 | 0.5025 | 0.5040 | 5.0807 | 0.7788 | 0.9450 |
|  |  |  | 0.3000 | 0.2982 | -0.5933 | 3.9693 | 0.7871 | 0.9550 |
|  |  |  | 0.7000 | 0.6995 | -0.0671 | 1.0244 | 0.8262 | 0.9520 |
|  |  |  | 0.5000 | 0.4976 | -0.4800 | 4.7836 | 0.7781 | 0.9380 |
|  |  |  | 0.8000 | 0.7978 | -0.2738 | 5.3713 | 0.8591 | 0.9310 |
|  |  |  | 0.6667 | 0.6669 | 0.0323 | 1.2338 | 0.8158 | 0.9500 |
|  |  |  | 0.0317 | 0.0317 | -0.0830 | 0.7326 | 0.8658 | 0.9460 |
|  |  |  | -0.4677 | -0.4256 | -8.9922 | 18.1124 | 1.1598 | 0.9340 |
|  |  |  | -0.3750 | -0.8665 | 131.0721 | 46.8624 | 1.8551 | 0.3130 |
|  |  |  | 0.0000 | 0.0013 | Inf | 0.8027 | 0.9079 | 0.9490 |
|  |  |  | 3.0000 | 2.9894 | -0.3518 | 1.7161 | 2.7457 | 0.8960 |
|  |  |  | 1.0000 | 0.9058 | -9.4209 | 21.6661 | 1.0064 | 0.7630 |
|  |  |  | 2.0000 | 1.4674 | -26.6321 | 22.8791 | 2.6378 | 0.5670 |
|  | Correlation |  | 0.2537 | 0.2552 | 0.5962 | 1.4817 | 0.8013 | 0.9220 |
|  |  |  | 0.1065 | 0.1022 | -4.0967 | 5.0775 | 0.8334 | 0.9760 |
|  |  |  | 0.1043 | 0.1097 | 5.2370 | 5.6837 | 0.8350 | 0.9480 |
|  |  |  | 0.1066 | 0.1051 | -1.3723 | 1.4599 | 0.8536 | 0.9400 |
|  |  |  | 0.2308 | 0.2290 | -0.7844 | 1.9260 | 0.8023 | 0.9530 |
|  |  |  | 0.0555 | 0.0630 | 13.5458 | 7.4945 | 0.8572 | 0.9450 |
|  |  |  | 0.2270 | 0.2248 | -0.9849 | 2.4187 | 0.8079 | 0.9540 |
|  |  |  | 0.1539 | 0.1479 | -3.9312 | 6.3166 | 0.8308 | 0.9510 |
|  |  |  | 0.0543 | 0.0585 | 7.6637 | 4.1498 | 0.8595 | 0.9380 |
|  |  |  | 0.2484 | 0.2478 | -0.2486 | 0.6475 | 0.7959 | 0.9470 |
|  |  |  | 0.3455 | 0.3720 | 7.6717 | 28.1490 | 0.7834 | 0.9060 |
|  |  |  | 0.0600 | 0.0627 | 4.4427 | 2.6839 | 0.8638 | 0.9500 |
|  |  |  | 0.2196 | 0.2227 | 1.4171 | 3.6453 | 0.8017 | 0.9730 |
|  |  |  | 0.1491 | 0.1467 | -1.6256 | 2.4368 | 0.8227 | 0.9470 |
|  |  |  | 0.2494 | 0.2473 | -0.8125 | 2.1306 | 0.8031 | 0.9380 |
|  |  |  | 0.1115 | 0.0892 | -19.9527 | 22.7513 | 0.8461 | 0.9470 |
|  |  |  | 0.1474 | 0.1288 | -12.5838 | 18.7755 | 0.8294 | 0.9480 |
|  |  |  | 0.1110 | 0.0951 | -14.3629 | 15.0954 | 0.8561 | 0.9370 |
|  |  |  | 0.3101 | 0.2759 | -11.0225 | 35.3275 | 0.8039 | 0.9180 |
|  |  |  | 0.1329 | 0.1151 | -13.3515 | 18.1003 | 0.8364 | 0.9480 |
|  |  |  | 0.2136 | 0.1798 | -15.8171 | 34.9704 | 0.8142 | 0.9470 |
|  |  |  | 0.0700 | 0.0611 | -12.6451 | 8.9944 | 0.8615 | 0.9550 |
|  |  |  | 0.1654 | 0.1546 | -6.4924 | 11.0919 | 0.8330 | 0.9440 |
|  |  |  | 0.1228 | 0.1144 | -6.8266 | 8.9632 | 0.8369 | 0.9570 |
|  |  |  | 0.1349 | 0.1316 | -2.4213 | 3.3360 | 0.8259 | 0.9430 |
|  |  |  | 0.3274 | 0.3089 | -5.6740 | 20.6397 | 0.7909 | 0.9410 |
|  |  |  | 0.1313 | 0.1234 | -5.9932 | 8.1481 | 0.8327 | 0.9430 |
|  |  |  | 0.2255 | 0.1995 | -11.5644 | 26.9608 | 0.8057 | 0.9270 |
|  |  |  |  |  |  |  |  |  |

Table 6: Scenario 4. Moderate sample size, Correlation structure 3-4, Nonnormal: Beta(2,4) and Laplace(1,1)

| n | Variable | Parameter | TV | AE | RB | SB | RMSE | CR |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1000 |  |  | 0.4000 | 0.4009 | 0.2207 | 4.5268 | 0.7807 | 0.9640 |
|  |  |  | 4.0000 | 4.0016 | 0.0398 | 2.5663 | 3.6594 | 0.9510 |
|  |  |  | 0.8000 | 0.7997 | -0.0371 | 2.2606 | 0.8599 | 0.9480 |
|  |  |  | 0.5000 | 0.5003 | 0.0580 | 1.8573 | 0.7759 | 0.9610 |
|  |  |  | 0.3000 | 0.2994 | -0.2150 | 4.4492 | 0.7897 | 0.9530 |
|  |  |  | 0.7000 | 0.6998 | -0.0216 | 1.0089 | 0.8257 | 0.9430 |
|  |  |  | 0.5000 | 0.5003 | 0.0530 | 1.6559 | 0.7768 | 0.9440 |
|  |  |  | 0.8000 | 0.7999 | -0.0155 | 0.9537 | 0.8593 | 0.9500 |
|  |  |  | 0.6667 | 0.6667 | -0.0060 | 0.7051 | 0.8153 | 0.9370 |
|  |  |  | 0.0317 | 0.0318 | 0.2333 | 5.8551 | 0.8657 | 0.9470 |
|  |  |  | -0.4677 | -0.4655 | -0.4763 | 4.0274 | 1.1754 | 0.9550 |
|  |  |  | -0.3750 | -0.3846 | 2.5652 | 8.2184 | 1.1311 | 0.9380 |
|  |  |  | 0.0000 | 0.0009 | Inf | 1.7824 | 0.8921 | 0.9560 |
|  |  |  | 3.0000 | 3.0030 | 0.1008 | 1.5819 | 2.7021 | 0.9400 |
|  |  |  | 1.0000 | 0.9940 | -0.5974 | 3.6420 | 0.9773 | 0.8940 |
|  |  |  | 2.0000 | 1.9622 | -1.8887 | 3.4817 | 2.0361 | 0.7840 |
|  | Correlation |  | 0.2537 | 0.2562 | 1.0087 | 8.5164 | 0.7979 | 0.9350 |
|  |  |  | 0.1065 | 0.0988 | -7.2364 | 28.7488 | 0.8376 | 0.9740 |
|  |  |  | 0.1043 | 0.1039 | -0.3816 | 1.3469 | 0.8356 | 0.9670 |
|  |  |  | 0.1066 | 0.1060 | -0.5688 | 1.9686 | 0.8434 | 0.9570 |
|  |  |  | 0.2308 | 0.2296 | -0.5264 | 4.0977 | 0.7974 | 0.9450 |
|  |  |  | 0.0555 | 0.0555 | 0.1059 | 0.1869 | 0.8537 | 0.9510 |
|  |  |  | 0.2270 | 0.2274 | 0.1725 | 1.3262 | 0.8030 | 0.9540 |
|  |  |  | 0.1539 | 0.1532 | -0.4795 | 2.3491 | 0.8279 | 0.9530 |
|  |  |  | 0.0543 | 0.0544 | 0.1131 | 0.1950 | 0.8552 | 0.9480 |
|  |  |  | 0.2484 | 0.2471 | -0.5263 | 4.4105 | 0.7919 | 0.9450 |
|  |  |  | 0.3455 | 0.3711 | 7.4208 | 86.9396 | 0.7826 | 0.8270 |
|  |  |  | 0.0600 | 0.0612 | 2.0166 | 3.6681 | 0.8600 | 0.9310 |
|  |  |  | 0.2196 | 0.2204 | 0.3628 | 2.9801 | 0.7973 | 0.9760 |
|  |  |  | 0.1491 | 0.1497 | 0.4221 | 1.9988 | 0.8180 | 0.9430 |
|  |  |  | 0.2494 | 0.2490 | -0.1493 | 1.2963 | 0.7986 | 0.9570 |
|  |  |  | 0.1115 | 0.0961 | -13.7621 | 50.6254 | 0.8387 | 0.9260 |
|  |  |  | 0.1474 | 0.1272 | -13.7025 | 64.6447 | 0.8250 | 0.9110 |
|  |  |  | 0.1110 | 0.0984 | -11.3566 | 40.4238 | 0.8473 | 0.9280 |
|  |  |  | 0.3101 | 0.2696 | -13.0557 | 137.3730 | 0.7936 | 0.7250 |
|  |  |  | 0.1329 | 0.1152 | -13.2896 | 59.2810 | 0.8318 | 0.9270 |
|  |  |  | 0.2136 | 0.1843 | -13.7156 | 96.1488 | 0.8052 | 0.8410 |
|  |  |  | 0.0700 | 0.0672 | -3.9167 | 8.3187 | 0.8568 | 0.9380 |
|  |  |  | 0.1654 | 0.1566 | -5.3075 | 28.6367 | 0.8235 | 0.9480 |
|  |  |  | 0.1228 | 0.1164 | -5.1878 | 21.0049 | 0.8301 | 0.9420 |
|  |  |  | 0.1349 | 0.1261 | -6.5598 | 27.7156 | 0.8260 | 0.9450 |
|  |  |  | 0.3274 | 0.3111 | -4.9851 | 60.2478 | 0.7901 | 0.9260 |
|  |  |  | 0.1313 | 0.1271 | -3.1907 | 13.0594 | 0.8269 | 0.9310 |
|  |  |  | 0.2255 | 0.2562 | 13.5918 | 109.2676 | 0.7885 | 0.8400 |
|  |  |  |  |  |  |  |  |  |

Table 7: Scenario 5. Small sample size, Correlation structure 5-6, Nonnormal: Unif(0,1) and Gaussian mixture

| n | Variable | Parameter | TV | AE | RB | SB | RMSE | CR |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 100 |  |  | 2.0000 | 1.9820 | -0.9005 | 12.8365 | 1.9894 | 0.9500 |
|  |  |  | 8.0000 | 7.9939 | -0.0762 | 2.1509 | 7.6419 | 0.9520 |
|  |  |  | 0.9000 | 0.8992 | -0.0844 | 2.5170 | 1.3544 | 0.9290 |
|  |  |  | 0.3000 | 0.3012 | 0.4133 | 2.8150 | 1.2744 | 0.9560 |
|  |  |  | 0.2000 | 0.2007 | 0.3500 | 1.7469 | 1.3140 | 0.9300 |
|  |  |  | 0.5000 | 0.4994 | -0.1220 | 1.2185 | 1.2882 | 0.9390 |
|  |  |  | 0.4000 | 0.3991 | -0.2300 | 1.9282 | 1.2867 | 0.9540 |
|  |  |  | 0.8000 | 0.7990 | -0.1238 | 2.4562 | 1.3103 | 0.9310 |
|  |  |  | 0.5000 | 0.4994 | -0.1201 | 2.0731 | 1.2882 | 0.9440 |
|  |  |  | 0.0833 | 0.0832 | -0.1913 | 2.0886 | 1.3414 | 0.9390 |
|  |  |  | 0.0000 | -0.0002 | -Inf | 0.1270 | 1.3545 | 0.9570 |
|  |  |  | -1.2000 | -1.1566 | -3.6184 | 25.9695 | 2.0833 | 0.9540 |
|  |  |  | 2.0000 | 2.0019 | 0.0957 | 1.3480 | 2.0074 | 0.9460 |
|  |  |  | 2.0000 | 2.0022 | 0.1089 | 1.0807 | 2.0075 | 0.9610 |
|  |  |  | 0.0000 | -0.0047 | -Inf | 3.3605 | 1.3520 | 0.9480 |
|  |  |  | -0.9582 | -0.9342 | -2.5095 | 15.7526 | 1.9083 | 0.9720 |
|  | Correlation |  | 0.1423 | 0.1450 | 1.8951 | 2.7697 | 1.3327 | 0.9470 |
|  |  |  | 0.1089 | 0.1069 | -1.7853 | 2.1428 | 1.3358 | 0.9570 |
|  |  |  | 0.2875 | 0.2817 | -2.0111 | 6.7738 | 1.2819 | 0.9610 |
|  |  |  | 0.1239 | 0.1267 | 2.2719 | 2.7242 | 1.3365 | 0.9350 |
|  |  |  | 0.3126 | 0.3148 | 0.7168 | 2.3853 | 1.2968 | 0.9350 |
|  |  |  | 0.1210 | 0.1180 | -2.4394 | 3.6942 | 1.3128 | 0.9790 |
|  |  |  | 0.1972 | 0.1898 | -3.7586 | 7.9539 | 1.3193 | 0.9590 |
|  |  |  | 0.1925 | 0.1900 | -1.2854 | 2.6628 | 1.3239 | 0.9570 |
|  |  |  | 0.2846 | 0.2854 | 0.2829 | 0.8011 | 1.2951 | 0.9270 |
|  |  |  | 0.1078 | 0.1067 | -0.9964 | 1.0793 | 1.3136 | 0.9460 |
|  |  |  | 0.2016 | 0.2023 | 0.3432 | 0.7087 | 1.3209 | 0.9440 |
|  |  |  | 0.3491 | 0.3476 | -0.4217 | 1.6264 | 1.2938 | 0.9410 |
|  |  |  | 0.1524 | 0.1477 | -3.0881 | 5.1208 | 1.3300 | 0.9620 |
|  |  |  | 0.0688 | 0.0672 | -2.3015 | 1.6710 | 1.3276 | 0.9540 |
|  |  |  | 0.2053 | 0.2025 | -1.3419 | 3.0083 | 1.3145 | 0.9610 |
|  |  |  | 0.1302 | 0.1195 | -8.2079 | 10.6749 | 1.3327 | 0.9390 |
|  |  |  | 0.0519 | 0.0503 | -3.1052 | 1.6136 | 1.3310 | 0.9520 |
|  |  |  | 0.1244 | 0.1147 | -7.8257 | 9.4266 | 1.3429 | 0.9410 |
|  |  |  | 0.1006 | 0.0912 | -9.3855 | 9.2969 | 1.3466 | 0.9400 |
|  |  |  | 0.1034 | 0.0962 | -6.9910 | 7.4359 | 1.3378 | 0.9500 |
|  |  |  | 0.1009 | 0.0960 | -4.8982 | 4.9834 | 1.3199 | 0.9570 |
|  |  |  | 0.2178 | 0.1987 | -8.7664 | 20.3698 | 1.3178 | 0.9510 |
|  |  |  | 0.2328 | 0.2050 | -11.9358 | 28.5220 | 1.3182 | 0.9360 |
|  |  |  | 0.3589 | 0.3176 | -11.5103 | 49.0115 | 1.2953 | 0.9440 |
|  |  |  | 0.2551 | 0.2284 | -10.4965 | 27.7951 | 1.2880 | 0.9310 |
|  |  |  | 0.1476 | 0.1332 | -9.7673 | 14.8603 | 1.3326 | 0.9460 |
|  |  |  | 0.1613 | 0.1434 | -11.0970 | 18.7549 | 1.3305 | 0.9490 |
|  |  |  | 0.2091 | 0.2289 | 9.4838 | 20.5866 | 1.2858 | 0.9440 |
|  |  |  |  |  |  |  |  |  |

Table 8: Scenario 6. Moderate sample size, Correlation structure 5-6, Nonnormal: Unif(0,1) and Gaussian mixture

| n | Variable | Parameter | TV | AE | RB | SB | RMSE | CR |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1000 |  |  | 2.0000 | 1.9988 | -0.0621 | 2.8596 | 1.9989 | 0.9540 |
|  |  |  | 8.0000 | 7.9994 | -0.0072 | 0.6108 | 7.6391 | 0.9300 |
|  |  |  | 0.9000 | 0.8997 | -0.0317 | 2.9315 | 1.3533 | 0.9520 |
|  |  |  | 0.3000 | 0.3004 | 0.1343 | 2.7360 | 1.2743 | 0.9520 |
|  |  |  | 0.2000 | 0.1997 | -0.1655 | 2.6096 | 1.3154 | 0.9460 |
|  |  |  | 0.5000 | 0.5002 | 0.0418 | 1.2976 | 1.2879 | 0.9370 |
|  |  |  | 0.4000 | 0.3996 | -0.1003 | 2.6727 | 1.2860 | 0.9570 |
|  |  |  | 0.8000 | 0.8000 | 0.0050 | 0.3132 | 1.3086 | 0.9530 |
|  |  |  | 0.5000 | 0.5001 | 0.0287 | 1.5459 | 1.2873 | 0.9450 |
|  |  |  | 0.0833 | 0.0833 | -0.0365 | 1.2419 | 1.3412 | 0.9410 |
|  |  |  | 0.0000 | -0.0007 | -Inf | 1.3759 | 1.3471 | 0.9470 |
|  |  |  | -1.2000 | -1.1683 | -2.6404 | 17.0260 | 2.0893 | 0.9400 |
|  |  |  | 2.0000 | 1.9980 | -0.0993 | 4.2340 | 1.9973 | 0.9380 |
|  |  |  | 2.0000 | 2.0011 | 0.0537 | 1.7082 | 1.9998 | 0.9580 |
|  |  |  | 0.0000 | 0.0024 | Inf | 5.2593 | 1.3427 | 0.9470 |
|  |  |  | -0.9582 | -0.9565 | -0.1820 | 3.7349 | 1.9226 | 0.9610 |
|  | Correlation |  | 0.1423 | 0.1405 | -1.2553 | 5.6342 | 1.3286 | 0.9340 |
|  |  |  | 0.1089 | 0.1064 | -2.2683 | 8.7244 | 1.3354 | 0.9720 |
|  |  |  | 0.2875 | 0.2769 | -3.6593 | 38.5324 | 1.2770 | 0.9540 |
|  |  |  | 0.1239 | 0.1254 | 1.2529 | 4.9025 | 1.3313 | 0.9430 |
|  |  |  | 0.3126 | 0.3170 | 1.3997 | 15.3461 | 1.2942 | 0.9490 |
|  |  |  | 0.1210 | 0.1217 | 0.5900 | 2.8558 | 1.3093 | 0.9840 |
|  |  |  | 0.1972 | 0.1938 | -1.7104 | 11.5475 | 1.3163 | 0.9540 |
|  |  |  | 0.1925 | 0.1928 | 0.1949 | 1.2540 | 1.3171 | 0.9540 |
|  |  |  | 0.2846 | 0.2850 | 0.1424 | 1.2795 | 1.2979 | 0.9280 |
|  |  |  | 0.1078 | 0.1072 | -0.5028 | 1.7905 | 1.3118 | 0.9540 |
|  |  |  | 0.2016 | 0.2015 | -0.0424 | 0.2805 | 1.3169 | 0.9460 |
|  |  |  | 0.3491 | 0.3509 | 0.5060 | 6.2936 | 1.2908 | 0.9430 |
|  |  |  | 0.1524 | 0.1516 | -0.5163 | 2.7635 | 1.3229 | 0.9660 |
|  |  |  | 0.0688 | 0.0677 | -1.6441 | 3.5191 | 1.3238 | 0.9540 |
|  |  |  | 0.2053 | 0.2047 | -0.2779 | 1.8995 | 1.3148 | 0.9600 |
|  |  |  | 0.1302 | 0.1149 | -11.6986 | 50.3253 | 1.3335 | 0.9290 |
|  |  |  | 0.0519 | 0.0470 | -9.5498 | 15.6779 | 1.3299 | 0.9450 |
|  |  |  | 0.1244 | 0.1107 | -11.0354 | 44.3300 | 1.3362 | 0.9310 |
|  |  |  | 0.1006 | 0.0898 | -10.6993 | 33.0087 | 1.3428 | 0.9300 |
|  |  |  | 0.1034 | 0.0919 | -11.1897 | 38.0659 | 1.3400 | 0.9370 |
|  |  |  | 0.1009 | 0.0897 | -11.1341 | 35.7955 | 1.3168 | 0.9300 |
|  |  |  | 0.2178 | 0.1948 | -10.5575 | 73.7080 | 1.3162 | 0.8790 |
|  |  |  | 0.2328 | 0.2069 | -11.1099 | 85.6320 | 1.3136 | 0.8550 |
|  |  |  | 0.3589 | 0.3128 | -12.8552 | 174.4078 | 1.2921 | 0.6430 |
|  |  |  | 0.2551 | 0.2299 | -9.8716 | 86.6402 | 1.2859 | 0.8730 |
|  |  |  | 0.1476 | 0.1330 | -9.8993 | 47.2431 | 1.3312 | 0.9310 |
|  |  |  | 0.1613 | 0.1422 | -11.8233 | 60.7054 | 1.3260 | 0.9030 |
|  |  |  | 0.2091 | 0.2248 | 7.5256 | 52.1581 | 1.2843 | 0.9180 |
|  |  |  |  |  |  |  |  |  |

Table 9: Scenario 7. Small sample size, Correlation structure 7-8, Nonnormal: Unif(0,1) and Gaussian mixture

| n | Variable | Parameter | TV | AE | RB | SB | RMSE | CR |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 100 |  |  | 2.0000 | 2.0005 | 0.0245 | 0.3511 | 2.0118 | 0.9500 |
|  |  |  | 8.0000 | 8.0127 | 0.1586 | 4.5394 | 7.6723 | 0.9550 |
|  |  |  | 0.9000 | 0.9003 | 0.0378 | 1.1159 | 1.3640 | 0.9290 |
|  |  |  | 0.3000 | 0.3008 | 0.2767 | 1.8162 | 1.2754 | 0.9510 |
|  |  |  | 0.2000 | 0.1995 | -0.2300 | 1.1559 | 1.3137 | 0.9370 |
|  |  |  | 0.5000 | 0.4990 | -0.2000 | 2.0119 | 1.2938 | 0.9430 |
|  |  |  | 0.4000 | 0.4013 | 0.3325 | 2.6678 | 1.2884 | 0.9450 |
|  |  |  | 0.8000 | 0.8001 | 0.0137 | 0.2690 | 1.3148 | 0.9290 |
|  |  |  | 0.5000 | 0.5009 | 0.1861 | 3.2432 | 1.2923 | 0.9540 |
|  |  |  | 0.0833 | 0.0835 | 0.2467 | 2.7506 | 1.3397 | 0.9470 |
|  |  |  | 0.0000 | -0.0029 | -Inf | 2.0837 | 1.3499 | 0.9500 |
|  |  |  | -1.2000 | -1.1699 | -2.5067 | 22.3014 | 2.0760 | 0.9570 |
|  |  |  | 2.0000 | 1.9995 | -0.0273 | 0.3846 | 2.0198 | 0.9520 |
|  |  |  | 2.0000 | 1.9985 | -0.0740 | 0.7011 | 2.0299 | 0.9390 |
|  |  |  | 0.0000 | 0.0008 | Inf | 0.6021 | 1.3497 | 0.9580 |
|  |  |  | -0.9582 | -0.9419 | -1.6997 | 10.8387 | 1.9028 | 0.9680 |
|  | Correlation |  | 0.1764 | 0.1807 | 2.4375 | 4.4087 | 1.3209 | 0.9530 |
|  |  |  | 0.1117 | 0.1094 | -1.9924 | 2.4173 | 1.3324 | 0.9570 |
|  |  |  | 0.2162 | 0.2117 | -2.1107 | 5.0194 | 1.2890 | 0.9620 |
|  |  |  | 0.0947 | 0.0922 | -2.6275 | 2.3893 | 1.3444 | 0.9380 |
|  |  |  | 0.1609 | 0.1594 | -0.9600 | 1.5319 | 1.3266 | 0.9390 |
|  |  |  | 0.1668 | 0.1677 | 0.5515 | 1.4121 | 1.2963 | 0.9930 |
|  |  |  | 0.0840 | 0.0837 | -0.3603 | 0.3110 | 1.3452 | 0.9540 |
|  |  |  | 0.1172 | 0.1180 | 0.7184 | 0.8901 | 1.3277 | 0.9540 |
|  |  |  | 0.1875 | 0.1894 | 1.0515 | 1.7624 | 1.3166 | 0.9030 |
|  |  |  | 0.1322 | 0.1321 | -0.0723 | 0.0981 | 1.3086 | 0.9540 |
|  |  |  | 0.1665 | 0.1700 | 2.1042 | 3.4988 | 1.3210 | 0.9400 |
|  |  |  | 0.2467 | 0.2456 | -0.4347 | 1.1195 | 1.3101 | 0.9440 |
|  |  |  | 0.2900 | 0.2838 | -2.1559 | 9.0967 | 1.3015 | 0.9850 |
|  |  |  | 0.0644 | 0.0509 | -20.9734 | 13.3776 | 1.3343 | 0.9320 |
|  |  |  | 0.0889 | 0.0873 | -1.8467 | 1.6579 | 1.3412 | 0.9500 |
|  |  |  | 0.0789 | 0.0713 | -9.6165 | 7.7385 | 1.3474 | 0.9560 |
|  |  |  | 0.1563 | 0.1405 | -10.0616 | 16.4624 | 1.3023 | 0.9510 |
|  |  |  | 0.1300 | 0.1150 | -11.4894 | 15.6084 | 1.3317 | 0.9450 |
|  |  |  | 0.1495 | 0.1344 | -10.1330 | 15.2093 | 1.3332 | 0.9340 |
|  |  |  | 0.1690 | 0.1532 | -9.3450 | 15.9109 | 1.3224 | 0.9390 |
|  |  |  | 0.1555 | 0.1424 | -8.4043 | 12.8054 | 1.2981 | 0.9370 |
|  |  |  | 0.2232 | 0.2188 | -1.9809 | 4.6024 | 1.3169 | 0.9430 |
|  |  |  | 0.1429 | 0.1387 | -2.9287 | 4.1287 | 1.3297 | 0.9450 |
|  |  |  | 0.2002 | 0.1981 | -1.0852 | 2.3345 | 1.3126 | 0.9560 |
|  |  |  | 0.0607 | 0.0642 | 5.8141 | 3.4595 | 1.3264 | 0.9520 |
|  |  |  | 0.1180 | 0.1178 | -0.1304 | 0.1520 | 1.3349 | 0.9300 |
|  |  |  | 0.1976 | 0.1959 | -0.8566 | 1.7560 | 1.3215 | 0.9530 |
|  |  |  | 0.2098 | 0.2130 | 1.5177 | 3.3544 | 1.2909 | 0.9470 |
|  |  |  |  |  |  |  |  |  |

Table 10: Scenario 8. Moderate sample size, Correlation structure 7-8, Nonnormal: Unif(0,1) and Gaussian mixture

| n | Variable | Parameter | TV | AE | RB | SB | RMSE | CR |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1000 |  |  | 2.0000 | 1.9990 | -0.0504 | 2.2030 | 2.0138 | 0.9410 |
|  |  |  | 8.0000 | 8.0000 | -0.0001 | 0.0075 | 7.6561 | 0.9350 |
|  |  |  | 0.9000 | 0.9001 | 0.0123 | 1.1549 | 1.3616 | 0.9560 |
|  |  |  | 0.3000 | 0.3004 | 0.1197 | 2.5115 | 1.2750 | 0.9480 |
|  |  |  | 0.2000 | 0.2001 | 0.0650 | 0.9983 | 1.3148 | 0.9420 |
|  |  |  | 0.5000 | 0.5004 | 0.0836 | 2.6716 | 1.2918 | 0.9500 |
|  |  |  | 0.4000 | 0.4008 | 0.2100 | 5.4452 | 1.2868 | 0.9470 |
|  |  |  | 0.8000 | 0.8005 | 0.0604 | 3.8002 | 1.3170 | 0.9450 |
|  |  |  | 0.5000 | 0.5003 | 0.0518 | 2.8185 | 1.2908 | 0.9540 |
|  |  |  | 0.0833 | 0.0832 | -0.1329 | 4.6522 | 1.3392 | 0.9570 |
|  |  |  | 0.0000 | -0.0026 | -Inf | 4.2720 | 1.3468 | 0.9540 |
|  |  |  | -1.2000 | -1.1536 | -3.8630 | 13.6889 | 2.0852 | 0.9440 |
|  |  |  | 2.0000 | 2.0009 | 0.0430 | 1.8846 | 2.0144 | 0.9440 |
|  |  |  | 2.0000 | 2.0014 | 0.0711 | 2.1815 | 2.0177 | 0.9510 |
|  |  |  | 0.0000 | 0.0003 | Inf | 0.6654 | 1.3439 | 0.9550 |
|  |  |  | -0.9582 | -0.9590 | 0.0822 | 1.6886 | 1.9158 | 0.9540 |
|  | Correlation |  | 0.1764 | 0.1760 | -0.2179 | 1.2776 | 1.3208 | 0.9570 |
|  |  |  | 0.1117 | 0.1083 | -2.9633 | 11.8669 | 1.3320 | 0.9720 |
|  |  |  | 0.2162 | 0.2135 | -1.2595 | 10.1143 | 1.2876 | 0.9660 |
|  |  |  | 0.0947 | 0.0961 | 1.4061 | 4.2806 | 1.3389 | 0.9550 |
|  |  |  | 0.1609 | 0.1597 | -0.7670 | 3.9492 | 1.3205 | 0.9480 |
|  |  |  | 0.1668 | 0.1662 | -0.3319 | 2.7118 | 1.2964 | 0.9960 |
|  |  |  | 0.0840 | 0.0839 | -0.0241 | 0.0671 | 1.3420 | 0.9660 |
|  |  |  | 0.1172 | 0.1169 | -0.2077 | 0.8012 | 1.3349 | 0.9500 |
|  |  |  | 0.1875 | 0.1862 | -0.6754 | 3.9215 | 1.3146 | 0.9330 |
|  |  |  | 0.1322 | 0.1319 | -0.1984 | 0.8588 | 1.3060 | 0.9630 |
|  |  |  | 0.1665 | 0.1672 | 0.3790 | 2.0057 | 1.3238 | 0.9370 |
|  |  |  | 0.2467 | 0.2483 | 0.6399 | 5.2422 | 1.3078 | 0.9500 |
|  |  |  | 0.2900 | 0.2896 | -0.1442 | 1.9536 | 1.2973 | 0.9930 |
|  |  |  | 0.0644 | 0.0640 | -0.5218 | 1.0226 | 1.3227 | 0.9370 |
|  |  |  | 0.0889 | 0.0874 | -1.6522 | 4.6629 | 1.3421 | 0.9550 |
|  |  |  | 0.0789 | 0.0715 | -9.4580 | 23.6423 | 1.3421 | 0.9470 |
|  |  |  | 0.1563 | 0.1397 | -10.5919 | 53.9032 | 1.3026 | 0.9230 |
|  |  |  | 0.1300 | 0.1155 | -11.1225 | 47.5572 | 1.3352 | 0.9260 |
|  |  |  | 0.1495 | 0.1352 | -9.6276 | 46.5191 | 1.3300 | 0.9220 |
|  |  |  | 0.1690 | 0.1509 | -10.6587 | 58.1218 | 1.3230 | 0.9100 |
|  |  |  | 0.1555 | 0.1387 | -10.7767 | 52.5562 | 1.3051 | 0.9100 |
|  |  |  | 0.2232 | 0.1994 | -10.6615 | 79.8955 | 1.3169 | 0.8890 |
|  |  |  | 0.1429 | 0.1270 | -11.1093 | 51.1066 | 1.3320 | 0.9140 |
|  |  |  | 0.2002 | 0.1782 | -11.0211 | 76.0537 | 1.3148 | 0.8910 |
|  |  |  | 0.0607 | 0.0544 | -10.3976 | 19.4064 | 1.3266 | 0.9360 |
|  |  |  | 0.1180 | 0.1051 | -10.8748 | 40.3610 | 1.3359 | 0.9310 |
|  |  |  | 0.1976 | 0.1775 | -10.1680 | 65.9394 | 1.3168 | 0.9090 |
|  |  |  | 0.2098 | 0.2274 | 8.3848 | 56.5920 | 1.2838 | 0.8970 |
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