CS 1501 Assignment 1: Anagram Solver

By: Andrew Beers
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Anagram Solution

Part A of Assignment 1 required a recursive backtracking algorithm to solve all possible anagram solutions of a given input string. The approach used for this problem stemmed off of the TA’s suggestions during recitation. The algorithm begins by initially calling a function with a blank StringBuilder and a StringBuilder containing the input string. Also the current number of words is added as a third parameter, which serves later on when finding multiple word solutions. The algorithm begins by adding a single letter from the input string to the solution string. The solution string is sent to the searchPrefix() method to find out if it is a word, prefix, both, or neither.

If the solution string is a prefix, a recursive call is made to start the process again, this time with the prefix as the solution string, the input string without the prefix letters as the new input string, and same number of current words parameter. If the solution is a word, there are two cases to consider. If the solution contains all of the letters, the algorithm is over and the solution is added to the solutions array. If the current word does not contain all of the letters, a space is appended to the current string, and a recursive call is made this time with the current string, the letters remaining from the input string, and with the number of words increased. This approach requires a different action if the number of words is greater than 1. If the number of words is greater than one, searchPrefix() should only operate after the space on the recursive call. With this approach, multiple word solutions can be achieved in a manageable way. If the solution is not a prefix we take the letter back and try the next letter in line.

Anagram Issues

I had many issues programming this assignment including understanding how to remove letters from the input string on the recursive call but retain the original string in the current call, how to deal with subtracting letters off the solution string I didn’t want anymore, and coming up with a solution for multi word anagrams.

My first issue of removing letters, resulted in me trying every other letter in the solution string as a beginning letter and skipping the in between letters. I found out that calling deleteCharAt on a StringBuilder, modifies the StringBuilder itself, even if you assign it to another variable. I realized this by using print statements, all of my debugging efforts involved many print statements, perhaps the main downfall of using a text editor to develop code. To solve this issue I used another stringBuilder to hold the previous value of my remaining input string across recursive calls.

The second issue of removing letters from the solution string was solved almost simultaneously to issue one, I was getting undesirable results when looping through letters, and changing around when I deleted the character, based on the searchprefix return value, and my approach to issue one, this was solved by deleting a character only if the solution string was not a prefix or a word.

The last issue of multiple word solutions took me a long time to come up with my initial solution of running the program the same amount of times as the number of letters in my solution. Even though this seemed to find most of the solutions, it didn’t have any memory of which words went with which, which in turn had me just printing out all the smaller words in order, since I couldn’t think of a way to piece the smaller words together in a way that I didn’t duplicate or forget any letters of the original input string in the combination of solution strings. I used many print statements and ended up calling my recursive backtracking algorithm with then number of words I was currently looking for. If I found a word, still had letters left, and the number of words I was looking for was greater than 1, I would recursively call anagram solution method again, but decrease the number of words I was looking for by one, and use the remaining letters as my input string. This is kind of a recursive algorithm inside of a recursive algorithm, which had me confused, but eventually started giving some solutions I was happier with. However this solution was not complete because I couldn’t sort, or combine these small words. I moved to a different approach, which I explained in the first section.

DLB

The DLB in used in this assignment was based off of the one discusses in class. It was implemented first with the add method, then the searchPrefix() method however the two go hand in hand.

Initially in the add method, the tree is empty, so a special case was set to handle if the value was that of the initial root node, change it to the first letter of the first added word. If at anytime a null child is found, loop through the rest of the word adding new children as the next letter of the word. When all of the letters of the word have been used, add the sentinel value ( ! was used in this project ) as its child, to signify the end of a word. If a child is found, the value is checked against the value that is being looked for, if found the algorithm goes to the next child. If the value is not found at that child, the algorithm will proceed to check every sibling for the value. If the value is found in a sibling, the algorithm proceeds to the next child, if a null sibling is found the current value is added as a new sibling to the last sibling. The algorithm then proceeds to add the entire word, as if a null child was found.

The searchPrefix() method works in a similar way to the add method. When looking for a word in the DLB, if a null reference is ever found the algorithm returns 0, this is not the result of a prefix or a word. If the entire word is found, then the algorithm will go down one child and see if any of the siblings ( or the current value ) is the sentinel value. If the sentinel value is not found then the algorithm will return 1, for only being a prefix. If the sentinel value is found, however there are no other siblings in this branch, the algorithm will return 2, for only being a word. If the sentinel value and any other value are found at this level then the algorithm will return 3, for being both a word and a prefix.

DLB Issues

I ran into a few issues with the DLB, initially how to deal with the root node. I started to add siblings to the root node in the beginning, and it confused me in how the tree progressed. I had to change it to have a value for the working model. I had a problem with looking for and adding the sentinel value, and checking for the sentinel value in the searchPrefix() method, many times during this project I had to make sure both methods were on the same page.

Runtimes

I did a little bit of extra credit here, adding a timer to my program, running the program 5 times, taking the average then plotting all points for both the DLB and MyDictionary data structures. For some of the test files, it took too long to run the MyDictionary version of the code, so I’ll have to approximate for those times based on the others.

There were five test files provided, each run for each file is listed below in the tables/charts.

I have compressed my data to what is shown below.

Each test file was run 5 times, and the data point plotted here is the average duration over those 5 runs, for each of the 5 test files.

Each test file was run 5 times, and the data point plotted here is the average duration over those 5 runs, for each of the 4 test files.

Note: Test5.txt did not finish in under 4 hours so I did not have time to run 5 times before submission.

Unfortunately, I was only able to plot 4 points here because the last test file took too long to gather data from, So this is my function for converting a time from DLB to what it would be for MyDictionary. If the graph kept the same slope as it takes from .4-.8, test file 5 should take about 17000 seconds or about 4 hours and 45 minutes. The average dictionary load time for DLB and MyDictionary was .7 and .8 seconds respectively.

I found that the number of words in the dictionary would directly affect the dictionary load time. It has the potential to affect the search time, if we end up traversing each level the entire DLB it would then affect the asymptotic runtime, however I would not expect this to be the case in the normal case. This differs from the MyDictionary Class as the searchPrefix() method’s asymptotic runtime is affected by the number of words in the dictionary.

The number of characters in a word will affect the asymptotic runtime by increasing the amount of multiple word solutions, this depends on the assumption that both the dictionary used and input strings are “traditional”. If I am using a standard dictionary and my strings consist of different letters , including vowels, I can expect the runtime to increase. The runtime increasing with the number of characters depends on the possibility of words being created to increase, which in the end depends on the actual characters in the string itself.

The number of solutions found may increase the runtime of the program given that the solutions must be sorted at the end of the program. Sorting is not constant time, and with many solutions, this would make the asymptotic runtime of the program grow.

As the number of words in a solution grows, it similarly requires sorting. With more and more multiple word solutions, the algorithm used to find anagrams basically repeats itself, as in we can asymptotically add up the little recursive calls to get a final runtime. This bound is however the length of the string, as if we assume that single character words are the smallest possible words, a string of length N can at most have N words to it, so we multiply our runtime by N in the worst case.