**Лекція 2**

1) Задача одновимірної оптимізації полягає у відшуканні мінімуму (або максимуму) функції на відрізку [а, b ]. Ця задача має самостійне значення і в той же час її доводиться розв'язувати при оптимізації функцій багатьох змінних. Відразу треба зауважити, що класичний підхід до розв'язування задач одновимірної оптимізації, що ґрунтується на відшуканні коренів рівняння, ,далеко не завжди може бути реалізований на практиці. **По-перше**, в практичних задачах оптимізації часто взагалі невідомо, чи є функція диференційованою, наприклад, якщо вона задана таблично. **По-друге**, задача розв'язування рівняння з обчислювальної точки зору має такий же порядок складності, як і вихідна задача. Ось чому є потреба в застосуванні методів оптимізації, відмінних від класичних, тобто таких, які не зв'язані з похідною.

* 4) Метод випадкового пошуку (МВП) застосовується для знаходження мінімуму (максимуму) довільної функції y = f ( x ), що задана в будь-якій допустимій області D .

Розглянемо реалізацію даного методу для функції однієї змінної. Нехай довільна функція f ( x ) задана на проміжку [а, b ]. За допомогою давача випадкових чисел, рівномірно розподілених на проміжку [0,1], будується послідовність випадкових чисел x { k }, k =1,..., N , рівномірно розподілених на проміжку [а, b ]. Обчислюються та порівнюються між собою значення функції f ( x ) в точках x { k }. Мінімальне з них приймається за оцінку мінімуму функції f ( x ) на проміжку [а, b ].

Якщо N прямує до нескінченності, отримана оцінка по ймовірності збігається до глобального мінімуму функції, що розглядається.

**Лекція 3**

1) Упорядкування може бути внутрішнім і зовнішнім. Якщо дані, які впорядковуються, цілком розміщені в пам’яті, то *упорядкування буде внутрішнім*. Якщо даних багато і для їх розміщення вимагається зовнішня пам’ять, то впорядкування буде зовнішнім. При зовнішньому впорядкуванні масив даних розбивається на частини, які впорядковуються методами внутрішнього впорядкування і потім зливаються в один упорядкований масив. **Способи внутрішнього впорядкування** : **1. Вибірка:** вибирається найбільший (або найменший) елемент масиву і поміщається на перше місце, потім аналогічна процедура виконується з елементами, що залишилися. **2. Обмін:** багатократно порівнюються і впорядковуються сусідні елементи. **3. Вставка:** кожний новий елемент уставляється в правильну позицію стосовно вже розміщених у масиві і впорядкованих елементів. **4. Злиття:** впорядковані підмножини елементів об’єднуються в більші впорядковані підмножини.

2) Складемо алгоритм упорядкування елементів цього масиву за зростанням методом обміну, який інакше називають методом «**бульбашки».** Цей метод полягає в наступному: розглядають першу пару елементів масиву. Якщо перший елемент більший, ніж другий, то їх міняють місцями. Другий елемент порівнюють з третім і, якщо потрібно, застосовують обмін, і т. ін. — максимальний елемент (тут 6) розташується в кінці масиву, тобто там, де потрібно (порівняння: максимальний елемент переміщується в кінець масиву подібно до бульки, яка, збільшуючись, випливає на поверхню під час кипіння води в чайнику). Після цього знову розглядають масив, але вже без останнього елемента, і застосовують до нього метод обміну — другий за величиною елемент (тут 5) опиниться в масиві на передостанній позиції і т. ін. Якщо масив має n елементів, то метод треба застосувати n - 1 разів кожного разу до меншої кількості елементів. Упорядковані елементи будуть нагромаджуватися в кінці масиву.

3) **Метод мінімальних елементів** . Цей метод полягає в такому: розглядають увесь масив, визначають мінімальний елемент та його номер і міняють його місцями з першим елементом. Розглядають масив без першого елемента. Застосовують до нього метод і так n -1 разів. Упорядковані елементи будуть поступово переноситися на початок масиву.

**4) Метод вставки** У цьому випадку розглядають увесь масив, і перший елемент порівнюють з іншими, доки не знайдуть меншого від нього. Перша позиція в масиві стає позицією вставки. Знайдений менший елемент і його індекс запам'ятовують. Усі елементи масиву, починаючи від позиції вставки до того, що передує знайденому, зміщують праворуч. Значення знайденого елемента записують у позицію вставки і порівнюють його з елементами, що залишилися. Якщо буде виявлено ще менший елемент, то повторюють процедуру вставки і так доти, доки не дійдуть до кінця масиву — лише після цього перший елемент буде на місці. Розглядають масив без першого елемента і застосовують до нього описаний метод і т.п.

*Обидва описані алгоритми вважаються простішими, ніж метод обміну, але менш ефективними, оскільки потребують більшої кількості операцій.*

5) **Алгоритм злиття впорядкованих масивів.** Розглянемо алгоритм злиття впорядкованих масивів. Цей алгоритм можна використовувати як для внутрішнього, так і зовнішнього впорядкування. **Приклад.** Нехай задано два впорядкованих за зростанням елементів масиви цілих чисел А і В. Розробити програму, яка зливає ці масиви в один упорядкований за неспаданням елементів масив С. Для злиття масивів порівнюємо елементи масивів А і В: якщо а1<b1, то a1 записуємо в масив С і переходимо до a2 , інакше в масив С записуємо b1 і переходимо до b2 і т. д. Цей процес завершується, якщо вичерпуються елементи масиву А або В . Якщо вичерпався масив А, то елементи, які залишилися у масиві В, дописуються в масив С. Якщо вичерпався масив В, то елементи, які залишилися в масиві А, дописуються в масив С.

**Лекція 4**

* + - 1. **В чому полягає задача інтерполяції функції?**

Інтерполяція  (в обчислювальній математиці) - спосіб знаходження проміжних значень величини за наявним дискретним набором відомих значень.

Нехай маємо *n* значень *xі*, кожному з який відповідає своє значення *yі*. Потрібно знайти таку функцію *F*, що: ![F(x_i) = y_i\ ,\ i=1,\ldots,n\,\!](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANEAAAAVBAMAAAAqbRZ+AAAAMFBMVEX///8AAABiYmIiIiIMDAxAQEAWFhYwMDC2traKiop0dHTm5ubMzMwEBARQUFCenp5iDwrCAAAClUlEQVRIDbVUP4jTYBT/NaVtmqTtKTd43GC0HOKivdHJ4iROpVAHBdET5Vyk/gOdzIEiOlXHc4kHcqCDUZTCgZiq6KJQFHER7GIdBOntDr6X9Eu+JOaqcD7Ie7/f7/3yvX7JlwJhOALqAvynWnbFwpol0ObW6nSrdaIN7A2XPRrCVFS2Yq1nMZ6k6gygNWDQMBFdATaoj0fRpnEyyv/AlFnAMJF1w14utkrYSUX6pcmTsn1A7+CNtIhak8jfwgsTjZk2XMPCHtlIw/85Jk9aMmHTsvvoujX3ZJUKsN/LQTJWRzgfMA+8vBrlQOqkO+3lqsPuHZZqUvlCb8vO1u65hNHkdPg0Bz9IpdwGnRs5zO/MQssGk+zPbm7A7vnWOYsKnQsF+YHKEn56OUi/8qZKfSkq7oLEPJi2p6I7g0KDLR9R5jJF5wKZEaDWgTlWwnB6jlLHtVCAbkQnUyttkl6ZQskmg7EVGi9Bk4B1Tm5iEobI0hfHTRHlmkCipk0CWXsOubRtvtX7jUPaF4f39KSXsIBMx7eJXOrwzZIldU/ImxjysoW+f/NBem44izXssoAjvhbkr1hylMsBJbDuHVhZSd1TxsIhhZyltm+/Atx+dwCm1qVfvygvQfgMLuIhOYD3JmegqvGe5KBJxgd62XThuekDFviVzK4BuflPNjHgPvD2QXfF0UtE+p4Uphsrp+B4Yq/uq68ehV0PfdtyzDGm45NIAH2iTVNyPxWYRlYaggR1O/8Lc9heTkne2ZJ7CYGaOWvsWLyLgjvG45IfaMeRv+kw7URbUVaMUiAhkEFvj13NDq7Hbshbr13kdrOqj2K9CH0RYUQSAhuWQ5cYKpTizh8C8iFKDzPeSghs0CzOHIrj103NvwGfzIXGlwIzYgAAAABJRU5ErkJggg==) При цьому: *хі* називають *вузлами інтерполяції* пари (*xі*, *yі*) називають *точками даних* чи *базовими точками* різницю між «сусідніми» значеннями *xі-xі-1* — *кроком* функцію *F (x)* — *функцією, що інтерполює* чи *інтерполянтом*.

* + - 1. **Яка різниця між задачами інтерполяції та апроксимації функції?**

Часто доводиться оперувати наборами значень, отриманих експериментальним шляхом чи методом випадкової вибірки. Як правило, на підставі цих наборів потрібно побудувати функцію значення якої могли б з високою точністю збігатися із вихідними значеннями. Така задача називається апроксимацією кривої. Інтерполяцією називають такий різновид апроксимації, при якій крива побудованої функції проходить точно через наявні точки даних.

* + - 1. **В чому полягає лінійна інтерполяція функції?**

**Лінійна інтерполяція** — це інтерполяція функції f алгебраїчним двочленом P1(x)=kx + c у точках x0 та x1, які належать відрізку [a, b].

З геометричної точки зору це означає заміну функції *f* прямою,яка проходить через точки (*x*0,*f*(*x*0)) та (*x*1,*f*(*x*1)). Рівняння такої прямої має вигляд: ![\frac{y - f(x_0)}{f(x_1) - f(x_0)} = \frac{x - x_0}{x_1 - x_0}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANIAAAAwBAMAAACWOzn4AAAAMFBMVEX///8AAADMzMx0dHQwMDCenp5iYmJQUFCKiooWFha2trbm5uYMDAwiIiJAQEAEBAQn/2A2AAADtUlEQVRYCd2WPWhTURTHT16ab5PWoiAUSloLInaoWCpokWhFHKRUB8fyRK2DUDMJRYSK4GoWax2UV3QSLE8UFxUCgoMuBUF0EDKoSLtIwcnFc+59H+fe5N281gjFG3Lf+fifc/I+kvwA2i83lDAzDHbMypTDVodCs8PW9AzARdaz9K9OqtD3GawKm1TgDov/tZmsv4Rimbf5xp0O2l0NgL1KvyeK1zln2wjAJaVdt+JtzrFGp+CEWpo+OunAJ4w9nH0xKlPFKVWiePmxtfMVJRIWsnA6U4FdzCdzCd/rANZIcWV/mQJQssWh9bYbviR7eYoVsvCZnJ3vYz6Z4/jGWBpy1bxMZary2HK34S44PMMKWdgdcNN19K1BWq7IfMW9B6AAiSmAPQcdHNoQidabCztFQnTYhyYr5BVzUGygP3Scli0yC7jjJIDT+K7jyzwJUkJsiQ7yngeF1MVfC5CY923vSB9RXNE5KKRqcAfAePUgUwNXbREU8vAvWNJkFk15B5DH6/8suQIf8YkY4SWa7eSqBSXPCrl0EU5xF+3sT9xOAtwYfAt2WkzKOZqGudneYTvNfKWQxx+NPeAu2pkV3I7grTvwfMyV52T65loThycuKy1YoRL3npwwVqRL8crz8T4tAkyH2biWLGTqXDVZYy6aj7td3EuOF31Pz94xz9nIQRSygpwzXGYumv3L5Ad/FMv4fco3KLTBRYV8ZWeucRftq2sicJOFu5jdeTPphD3VGx7G/yerdI/W/S12Sts3vXrUM0m0aaSqt7C3qftEvwfeYqYfEkcWZ6YiieFkyqEogoljSMIeLa3Ud7sdE8eQtGytBZ++roFVYcHgpy6IxZAEWoMxXnDbMXEMiWFAkJpEqw0Tx5AE7QzGG8y1YeIYEsMAP3Vhxyq0YeIYEuSaJlamCZyX8z0YWDcycQwJQBMr0yCFl5N1jJiZOIYEoImVaZLCy6UKRvC8JNoKUhBMbAnoFT8GqiQCmyUrd5WxG7Tm5ZyNKbqCgolv4XWUTDwkoNemhCqJwmZi5eyVMuojeJnoPmBicceamFiRRGKzYOVumsQX4+UBukA+E8tJOhMrkihslqysTVJ4+TZ9Ap+J5SSdiRVJBDZ7rKxNYqANcJ0m+UwsJ+lMrEgisNljZW2SwssfaJLPxHKSzsSKxIzN2iTqDbIi7/wmJ2Bi+g5rTKxLjNjcahKIisRqgyYFfxRn++d1JtYlJmxOnftB7bQleDkzS48egIGJY0i0zkY3BhPHkBhG/AH2TBGJh3pvMgAAAABJRU5ErkJggg==) звідси для ![x \in [x_0, x_1]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFwAAAAUBAMAAADyykdqAAAAMFBMVEX///8AAAC2trZ0dHRiYmJAQEDm5uYwMDDMzMwiIiIWFhZQUFCenp6KiooMDAwEBASQHDlWAAABV0lEQVQoFWNgwARREzDFwCJWz7BJ4FLNwFBGP+XXV63aALKNOMd0BUFdhle5smuKOUgd2yOoaqDpTCZhzgUwLhKvjIHDgHOCYQNQiv0CTH4CQzPDTGYJGBeJV8bAwsC1gQkkwweXnsDgwLCaQQHOR/DKGNgYGA+AJTQ7gCABxJzAkMAgw8DAsXkTWALCY2BvgIT7QYigXjkQGIDYQK/yCICsg1kI4vH6Q5XvAtoABJwgAgyAyrkXMCScYuA6ABEA8Rj4G0CmMwGdmQwSZVcAkSAwgUGBawObgSUDpwOYD+ZBlV/seAL0GRCwrQDLAYkJvBJ9DiwMnkDlHF+AzgDzoMrbjdNNEsAKuzyg6idwFJsVuzGATOeQA3oZzIMqhyoBUWiJAOj2CwzMcHmI2+FcBAPoVRDgSwCGDC+EDSQJKWcKBoZ7Dkw5j2MsEendAaYcTGPNHngyHwD2mVCLl5W5rAAAAABJRU5ErkJggg==) маємо:

![f(x) \approx  y = P_1(x) = f(x_0) + \frac{f(x_1) - f(x_0)}{x_1 - x_0}(x - x_0)](data:image/png;base64,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) Це і є **формула лінійної інтерполяції**, при чому ![f(x) = P_1(x) + R_1(x)\quad](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALYAAAAVBAMAAAAZVgl3AAAAMFBMVEX///8AAACenp5AQEBiYmLm5uYiIiIWFhZ0dHQMDAwwMDC2trbMzMyKiooEBARQUFBy9gETAAAC5klEQVQ4EX1VPWgUYRB9ubu9XPb+gknEaIqTCLanMUH842JisNIrFDTVaRERFFKIVwi6wQhRm0BsxOZEkBRRNggi2Gwqf7CIYGEZEKwErxBshPjm+9nsbk4H7pt5b2bezs7e3gHGHO2Ns2zC1zU2LpE0sIPQH53K+Z07FFsOdPLhf2oQFxqeBDIVUz+a7MtcWhqZ0Vc8aXLp5OBTgyNjpjEu5AxcAT5ayWkbhH51HcU9ggotwzk2MBj5HcAJfcG4UG7xPHDNlqUrNrJ+nE27BWQDHsoOahc+nEwvsFpTZFzIrXKkWV0N5Bs2sv4qg50C3lkGr3WUtUSW7Z89QQmhHpKZtiSUbRgfum9Aql/Q2ZAq6SjULtWApuLiQpmnz3xk1znx/OjpFnBZ94VnYRe3oW7rOrk3E+ceEFdUOtRe8zFd1VRcaJVkKQDeYyY3BBwiTDfFbqpqcs5YXcIfvGUv25gLkK6pVKg9tzBl9pwQus+6LjbXcAc+sKnatg63f3KzouAAd4fudh4otxURaj8He5UlhI6Q7OKnDn6TgAk5IlZqCHADoBdw0FUBL1HlwdWok8dPYJxuZZvQDbKijRSbt2uv1UgWzwRKG9hLpLTdZvO22VuBQx0AvnBpCSGZVm4F5VnOrnYS3fecL2qyR+4E+M3ZkzvJMfOYOdGOCRWkpYcCfnfb8YDDhFF7qYBoP+F3iXu9wGftKdLuxF2UN6Au2nGh4gbrXL7XQx9qGYa3VNvW8V2Fov2CL8inR3zm6Fb3Eu67VJU31xPtuFC5weZcFYXle8unGG7wE7GxwWOCRPsuf3YWpufrRLrAzJ2+tFTH/nm1k7hQ1mOhw7vSluIMHUy0L4b8sI7sTizPuWNCb0ucAzhq825go5gX7bRvqRUduBYbT+2YUN8rlQh/WjVMNCE1fpwztQyd73xv+/rWgajQr1HVUPRMX8v4Tu6rIZPzRms7CZn/qYzaULQ4Ets/PHnk/7Qtob9UDp/zyt6j0wAAAABJRU5ErkJggg==)де *R*1(*x*) — похибка формули, яка обчислюється за формулою:

![R_1(x) = \frac{f''(\psi)}{2}(x - x_0)(x - x_1),\quad \psi \in [x_0, x_1]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAYYAAAArBAMAAACOWzJSAAAAMFBMVEX///8AAABiYmIiIiIMDAxAQEDm5ua2traenp4EBAQWFhaKiop0dHTMzMwwMDBQUFAJ+D7uAAAFqElEQVRoBdVYS2hcVRj+MjfzSHInk2gTBKlOG1oUX1E3ogiDaN1JVFpfRS4iolTCRC0+cBGFuigEoq6LwSKVqHTqoiuR22gtlKITcRVsHBG7sUqoC0Eq+v3ncV8zt7mTzTj/kPP/5z/f/5p7zrl/BtgCecbG8i246J1JqVlqAhX+KTrTu0y2GPnQTgzNDM0ANygHB4C8t0VXvTIrTN6NueZcE+WWSuEkUNBSrzLqPq5bew5/8gNHb6UqXTzevZueWoxyF33MD9Z0Gj7Zyz3NqPvggz4KtUINuE3ZFhpkQ9276aVF7udf667v+sA9QPnW+oj3ehPOfC9T6j72HFDkBzgC5CotFy80kK9276eXFl/b4JPAwvCGi0odlQ2r7A/+tE1zDPBWmweQ4/PgOe8n+tAmyxrwN97pxxqusTVwL+E4fLzGrqO/9lJZUlf0IMdP4ReqbDZ8pfl/DQWdjmHR3EYW7ew3CrvQ+J5suC5KT4YUMp68lGVRdwh2BfTmS/9oiKtyi8Er03Z6moK7crlBpt5xQRtrAVGuPWWARI06yPmjHZRKdXYP2dS2vY/u04jcvOYwczMT5vh28qwIvJRIh2TQbaxInUh5ygBJ2rItjpITncTlC5wWeVqf8JR+3a7OWsHyV4c8K+blIekafqdk2li7muTiKQMkaYaTcc0mNeTGgLmqMrnXGubnrWT4xMFAoTruF2VanOFg2thgOSGIpwyQhBVQjWs2qcFZAk74YlKmpKk4bSXDL0V21xfULYh+VAbTxorYicRTBkibqW80Xy4vb1DcpIahKrCsLHKC1rRohQ48OPG7ZVG3sR1gRkVPGSBJe9UWU7n2mF7ZpIbVOmZnFNJpcH+s7Lu5BdylTTOMbGPx5q5nvo1BjRfR0VMGSMzatsW8d+VlJMQa4kHCCHKmT52bMudgqAn8iDvd7cAjYvjkstC0iOl0hHvQd6ZP0TYk40UU9JQBEppSsm0xdyu/VUVOMkgYQWr4RVoHRQOenKXjqAP/ak2GcVIuqeEN6cpDMl5EQU8ZIKEpJdsWA4NW7ySDhBGkhg+AHWS8JwfIPPCqlRdxjAbGUwgYkzftwLzAy+eFPErKS/nyXxTpKR2C0aaGcAzJtsX8Z9c6dEyQn77jFyyk8xRz1lBmzg8Dn/OBSw0oMWJbDaJKIQV/Sy2u/yFUFVm8DKqvUdcAdISM3Mgkkl9Y0BYDr4hDnxCHf+Khxo8miaDMWYPLJ30/1VKDR15ZYo16L2U6DzSXoAVhIYmXwxiet3spBQI5gu0b17TFkStVamCQ0pL8KqFI5SnmrGG0BlzNtFnDYB2oD28UfGC/wmUZeHMUeYbUSy/AKy9fwakqT+kQXUNbMNMWMzlmpMjRQdxp3KEVOk9Tg/xydx18qYG3wMj2H6o5oo5pZIaRbeyJ8/ehGoVqL1OqBnpKh+gajqH8XtTctsU8aZ8ZvaOD5KQGAZs8dQ352x/wcHhF7SV3BuWL31zcTbvFmM/opLT3Iy86Pw2sn5tdiem0F/0c6CkdomtYRHlb1KVti6lbu0UvODqIeg4CNnma52CN+RwKNTsp8eGk0EtwatEl1cZGFYHM89CAeEqHqBoE4gZWSpCtoCnea/A8fBIFt9cA82LnrmpaH22cz+qqqFK1sVFFIA96g9pTOkTVIMFGAislhDUYvZxpoT2oRcHxGt6eaADSKCsKu1SrCfiEXAERKrQik5hY3M/3g3hKh5R2PKUhz8csEzcE12wNB+X9EICV+YW46Yhv5q24Pjp7CHg/Ooe0senUkqXNIVWBhbQQilqyNahZNbaaqAFn9GrOi6ESk/L1MYXLbyaVtKcMkFQPeiF/NA2g/hdNW0zVV9RrLXW5LxZW5/sizSsmydut3yno6fu4kJvUL/h9XABfMD7a3kD9VtAbO3de6reck/m+Oz5+bVLX2/l/01F3sKRDhdMAAAAASUVORK5CYII=)Для неї є справедливою наступна оцінка:

![|R_1(x)|\leqslant \frac{M_2}{2} \max |(x - x_0)(x - x_1)| = \frac{M_2 h^2}{8},\quad M_2 = \max_{[a, b]} |f''(x)|,\quad h = x_1 - x_0.](data:image/png;base64,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)

* + - 1. **Що таке ефект Рунге при інтерполяції функції?**

**Феномен Рунге** — проблема, що виникає в обчислювальній математиці при використанні поліноміальної інтерполяції за допомогою поліномів високих порядків (степенів). Була описанаКарлом Рунге при вивченні поводження похибок при використанні поліноміальної інтерполяції для апроксимації функцій.Помилка між заданою функцією та інтерполюючими поліномами порядку ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAOBAMAAADQ9FGEAAAAMFBMVEX///8MDAyKioqenp50dHRQUFDMzMxAQEAiIiK2trYEBATm5uYWFhYwMDBiYmIAAACfGtU+AAAAAXRSTlMAQObYZgAAAHNJREFUCB1jYGB4+4eBYe+vCwwMDJz9ExgYCoAMBr58IPUAxGLl/cDA7QBi8TF/YWBKALEmM8gw8IEYDN4M7xMgrAcM+wO2gMUeMHAssASx2BQYmD89ALFYNjAwrACzQIrjwSx2ICsfaB8Du/xtBgZeIAMAk0QY68xHwJUAAAAASUVORK5CYII=) визначається через ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAOBAMAAADQ9FGEAAAAMFBMVEX///8MDAyKioqenp50dHRQUFDMzMxAQEAiIiK2trYEBATm5uYWFhYwMDBiYmIAAACfGtU+AAAAAXRSTlMAQObYZgAAAHNJREFUCB1jYGB4+4eBYe+vCwwMDJz9ExgYCoAMBr58IPUAxGLl/cDA7QBi8TF/YWBKALEmM8gw8IEYDN4M7xMgrAcM+wO2gMUeMHAssASx2BQYmD89ALFYNjAwrACzQIrjwSx2ICsfaB8Du/xtBgZeIAMAk0QY68xHwJUAAAAASUVORK5CYII=)-ту похідну заданої функції.Величина похідних більш високого порядку заданої функції Рунге стає навіть більше. Отже похибка (в проміжках між точками інтерполяції) при використанні інтерполюючих поліномів більш високого порядку стає ще більшоюКоливання може мінімізуватися використанням вузлів Чебишева замість рівновіддалених вузлів. У цьому випадку, гарантується, що максимальна похибка зменшуватиметься з підвищенням порядку полінома. Феномен Рунге демонструє, що високий порядок апроксимуючого полінома - зазвичай не є підходящим для інтерполяції. Проблема також може вирішитись використанням кусково-поліноміальних сплайнів. При спробі зменшити похибку інтерполяції можна збільшити кількість поліноміальних частин, що використовуються, щоб створити сплайн замість підвищення степеня використаних поліномів.

* + - 1. **В чому полягає сплайн інтерполяція функції?**

Сплайн — функція, область визначення якої розбита на куски, на кожному з кусків функція є деяким поліномом (многочленом). В задачах інтерполяції, інтерполяція сплайном краща, ніж інтерполяція многочленом, оскільки дає схожі результати навіть при менших степенях поліномів, а також при її використанні не виникає феномена Рунге. Максимальний степінь поліномів в сплайні називається степенем сплайна. Різниця між степенем сплайна і його гладкістю називається дефектом сплайна. Для визначення інтерполяційного сплайна з неперервною першою похідною достатньо розрахувати значення першої похідної у вузлах. Спосіб визначення похідних у вузлах сплайна визначає широку різноманітність інтерполяційних сплайнів Якщо значення першої похідної у вузлах розраховувати виходячи з умови неперервності другої похідної (вирішуючи систему з n лінійних рівнянь) то сплайн матиме дві неперервні похідні. Такий спосіб побудови сплайна, як і сам сплайн називають глобальним, оскільки при визначенні кожного з його коефіцієнтів враховується вся множина вузлів інтерполяції. В інших випадках, для визначення окремого коефіцієнта, враховуються лише найближчі вузли інтерполяції і такі способи побудови, як і самі сплайни, називають локальними. Параметри фрагмента такого сплайна можна визначити незалежно від інших фрагментів.

* + - 1. **Які умови накладаються при стикуванні фрагментів сплайнів третього порядку?**

*Умови стикування фрагментів.* Ще одна важлива ознака, що вирізняє сплайни. Коли йде мова про сплайни, як правило, вважають що фрагменти стикуються гладко. Тобто забезпечується неперервність значень та першої похідної. Поняття дефекту сплайна пов'язане із числом неперервних похідних, що має функція-фрагмент певного виду та числом похідних, неперервність яких гарантована у вузлах

Найбільш простою умовою побудови фрагмента локального сплайна є умова рівності полінома на кінцях відрізків відповідним значенням інтерпольованої функції.

Для найпростішого сплайна - ламаної цієї умови цілком досить. Два коефіцієнта прямої однозначно визначаються з двох рівнянь. Такий сплайн є локальним. Для поліномів більш високих степенів ми повинні додати додаткові умови таким чином, щоб загальне число рівнянь дорівнювало числу коефіцієнтів полінома. Так для сплайна 3-й степені такою умовою є рівність 1-ї похідної на кінцях відрізка деякому значенню, що визначається для сусідніх відрізків однаковим чином (у формулах (2) через значення похідної функції яку наближують).

* + - 1. **З яких умов визначаються коефіцієнти сплана третього порядку?**
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(1)
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(2)

Краєві умови в точках задаються в залежності від конкретної задачі. Якщо кінці «лінійки» не закріплені за межами інтервалу то там вона описується рівнянням прямої (поліномом першої степені). Тоді маємо наступні краєві умови:
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(3)

Лекція 5,6,7.

* + - * 1. **На яких з перелічених принципах: спадковість,мінливість,відбір базуються генетичні алгоритми?**

Генетичний алгоритм базується на усіх перелічених принципах

ГА відрізняються від традиційних методів оптимізації декількома базовими принципами:

* Обробляють не значення параметрів самого завдання, а їх закодовану форму;
* Здійснюють пошук рішення виходячи не з єдиної точки, а з їх деякої популяції;
* Використовують тільки цільову функцію, а не її похідні або іншу додаткову інформацію;
* Застосовують імовірнісні, а не детерміновані правила вибору.
  + - * 1. **До якого типу методів можна віднести генетичні алгоритми?**

Градієнтні методи дозволяють швидко знайти мінімум, проте вони не гарантують, що цей мінімум буде глобальним.Стохастичні методи забезпечують знаходження глобального мінімуму, але для цього необхідно нескінченно багато часу. Генетичні алгоритми є поєднанням стохастичного (через мінливість) та градієнтного (через спадковість та відбір) методів*. Вони повільніші за градієнтні, проте швидше знаходять розв'язок задачі, ніж стохастичні методи*.

* + - * 1. **Котрі з перелічених методів вирішення задач оптимізації: градієнтні методи, стохастичні методи генетичні алгоритми не потребують знання похідної цільової функції?**

ГА використовують тільки цільову функцію, а не її похідні або іншу додаткову інформацію.

* + - * 1. **Який тип кодування хромосом використовується в генетичних алгоритмах?**

*двійкове кодування,* Порядок кодування:

1. Знаючи область визначення функції, знаходять опорне для кодування число R. Для випадку функції двох змінних опорне число буде рівне
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1. Визначають розрядність двійкового числа для опису змінних:
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Де епс - точність визначення змінних Після цього кодують кожну хромосому: де i = x,y; C — двійковий код хромосоми.

3. Перехід до коду Грея.

Слід зауважити, що кодування необхідне лише для того щоб застосувати операції кросоверу та мутації.

* + - * 1. **Чому рівні значення десяткових чисел 7 та 8 в коді Грея?**

7 - 0100 8 – 1100

числа 7 і 8 у бітовому поданні відрізняються в чотирьох позиціях (7=0111, 8=1000), що затрудняє функціонування генетичного методу й збільшує час, необхідний для його збіжності, а в коді Грея ці числа відрізняються всього на одну позицію (7=0100Г, 8=1100Г).

* + - * 1. **Котра з операцій: відбір,мутація, кросинговер ініціює розмаїтість у популяції, дозволяючи переглядати більше рішень у просторі пошуку й виходити в такий спосіб з локальні екстремумів в процесі пошуку?**

На відміну від операторів відбору та схрещування, які використовуються для поліпшення структури хромосом, метою оператора **мутації** є диверсифікація, тобто підвищення розмаїтості пошуку й введення нових хромосом у популяцію для того, щоб більш повно досліджувати простір пошуку. Оскільки число членів популяції P звичайно вибирається значно меншим у порівнянні із загальним числом ( ) можливих хромосом у просторі пошуку. Отже, мутація ініціює розмаїтість у популяції, дозволяючи переглядати більше рішень у просторі пошуку.

7) **Котрі із приведених методів оптимізації: градієнтний, стохастичний, генетичні алгоритми вважають найшвидшими?**

градієнтні

* + - * 1. **Котрі із приведених методів оптимізації:градієнтний, стохастичний, генетичні алгоритми вважають найповільнішими?**

*Стохастичні*

* + - * 1. **Котрі із приведених методів оптимізації градієнтний, стохастичний, генетичні алгоритми дає найменшу імовірність знаходження глобального мінімуму функції?**

Градієнтні методи

* + - * 1. **Навіщо проводиться кодування хромосом в генетичних алгоритмах?**

кодування необхідне для того щоб застосувати операції кросоверу та мутації.

* + - * 1. **У чому полягає метод інбридингу для вибору батьківської пари?**

Інбридинг складається з двох етапів:

1. Перший член пари вибирається випадково.

2. Другим батьком з більшою ймовірністю буде максимально близька до першого особина.

Один з варіантів процедури інбридингу може бути реалізований у такий спосіб:

1. Вибрати випадковим чином першого батька.

2. Вибрати з поточної популяції випадковим чином групу з *С* хромосом (*С* = 1%–15% від розміру популяції).

3. Розрахувати *Евклідову* відстань від хромосоми, отриманої на першому кроці, до кожної із *С* відібраних на другому кроці хромосом.

4. В якості другого батька вибрати найближчу до першого батька хромосому.

**12. Аутбридинг формує батьківські пари з максимально далеких особин.**

У чому полягає метод аутбридингу для вибору батьківської пари?

**13. Що може бути критерієм зупинка генетичного алгоритму?**

Критерієм зупинки може бути перевищення певної кількості ітерацій чи знаходження особи з прийнятною пристосованістю.