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**Abstract**

Cycle Consistent Adversarial Networks [1] are widely used to the mappings between two unpaired domains X and Y. However it regards the whole image as an object, therefore loses the transformation information in the detail areas of the domains. In this project, we improve CycleGAN by applying Fully Convolutional Networks for Semantic Segmentation model [2] to guide CycleGAN to focus on the target areas it should transform. Qualitative comparisons with prior models: CycleGAN and DiscoGAN are presented to illustrate our improvements. Also, we get the quantitative results by evaluating our model on CelebA datasets [3].

**1 Introduction**

**1.1 Problem**

Hair coloring is one of the most popular cosmetic practices. Unlike other, this practice will still for several months or more. In this case, before people want to try a new hair color, they may be worried if that color is suitable for them. Therefore, we generate the idea to build a model that is able to simulate people appearance after changing their hair color.

With this interest, we select Generative Adversarial Networks (GAN) to do this Image-to-Image translation. There are several powerful GANs that can perform an attribute transformation. However the problem that we lack paired images for the hair transformation arises, which means there are no ground truth images for comparison. Thus, we choose CycleGAN which can learn the mappings between two unpaired domains, to help us build a model that translates between two hair colors: blonde and black.

During training, we found CycleGAN cannot accurately identify the hair region in the image. If the image is someone with very shining hair band, CycleGAN will keep shining part unchanged while dying rest of the hair. One possible reason for the above is that CycleGAN treats the whole picture as an object and transfers the domain implicitly. Therefore, we try to add instance segmentation to CycleGAN to indicate a clearer boundary and then completely transform the attribute we selected.

**1.2 Understanding CycleGAN**

The power of Cycle-consistent Generative Adversarial Networks lies in being able to learn such transformations without one-to-one mapping between training data in source (domain X) and target domain (domain Y). It contains two mapping functions G: X -> Y and F: Y -> X and associated discriminators D*Y* and D*X*. The generators perform translation to the opposite domain and try to fool the corresponding discriminator which is trained to classify the given image is real or fake. In our project, we define black hair as domain X and blonde hair as domain Y. By following the architecture presented in Figure 1a), generator G translates black hair (X) to blonde hair (Y) and then we pass the generated fake blonde hair image to discriminator D*Y* to determine its validity. Same procedure can also be applied to blonde hair (Y) to black hair (X).

**Adversarial losses** are applied to both mapping functions. For generator G and discriminator D*Y*, the loss objective is the following:

First, we want to maximize the accuracy of discriminators for distinguishing the real and fake images. Secondly, the model minimizes the loss for generator since G tries to make generated images G(x) to look as similar as images from domain Y possible. Thus, the final loss is the following:

Similar adversarial loss is introduced for generator F and discriminator DX:

**Cycle Consistency Losses** are newly added by CycleGAN to reduce the space of possible mapping functions. According to the large capacity of dataset, the set of images can be mapped to any random permutation of target domains. CycleGAN avoids this by comparing the reconstructed images to their original ones. As illustrated in Figure 1b) and 1c), there is a forward cycle-consistent loss, i.e as well as a backward cycle-consistent loss, i.e. Together, we need to minimize the following objective:
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Figure 1: CycleGAN Architecture

**1.3 Semantic Segmentation**

Different from classification, semantic segmentation links each pixel in an image to a class label. In traditional fully convolutional neural network, image segmentation will take two steps: firstly, features of images are learnt by convolutional neural networks. Then, deconvolution layers are used for upsampling to enable pixelwise prediction.

More efficient convolutional neural networks, MobileNets, is used in our project to condense the hair segmentation. The model is developed by Howard. et al, which replaces the standard convolutional filters by two layers: depth wise convolution and pointwise convolution to build a depth wise separable filter, resulting the effect of a drastic reduction in computation and model size.

**2 Approach**

In this section, we will describe our contributions in detail. Limitations of CycleGAN will be described and our modifications to it will be explained.

**2.1 CycleGAN with sigmoid Discriminators**

Original CycleGAN uses 70x70 PatchGAN, which aims to classify whether 70 x 70 overlapping images are real or fake with fewer parameters than the fully convolutional fashion. The detailed architecture is C64-C128-C256-C512. After the last layer, a convolution is added to map to a 1x1 stride output layer. Since we only select the blonde hair and black hair as our two domains. We select the sigmoid activation, which can map the output between 0 and 1, to the output layer.

**2.2 CycleGAN with Hair Segmentation**

CycleGAN treats the whole given image as a single object and thus it may lose the details in the transformation. For example, as can be seen from first row of Figure 5, it only transfers part of the hair to blonde, while the other part remains black. Also, in last row of Figure 4, when the lady wears a black hat, CycleGAN failed to change the hair color to black because the model considers the black hat as black hair and thus ‘skip’ this example. Overall, CycleGAN has a vague direction for translation. As a solution, we introduce a semantic segmentation model to guide it focusing on the part we want.

As described in section 1.3, FCN model takes representation learnt by deep convolutional networks and performs pixelwise prediction for given images. Initially we tried to use VGG16 as our encoder, which is a very deep convolutional network for large-scale image with high accuracy in classification (23.7% top-1 val. error) and localization (25.3% top-5 localization error) [4]. Then we found, though with high accuracy, a VGG16 model has around 138 million parameters to evaluate and occupies around 500MB memory, thus not very efficient from this project’s perspective. MobileNets, however, turns out to be a very good encoder with only 4.2 million parameters and 70.6% accuracy in ImageNet classification, a little bit lower than VGG16 71.5% ImageNet accuracy [5]. In this project, we use a Fully Convolutional Networks Semantic Segmentation model with MobileNets as encoder to produce our masks.

Described in section 1.2, cycle consistency loss is introduced to further reduce random mappings. Seen from the Equation 4, the loss focuses on whole object, rather than the part. Therefore, we explicitly declare which part is important by specifying a mask. Firstly, we calculate the mask of the original image, called. The mask only highlights the hair as white and other part as black. Secondly absolute difference between the x and reconstructed one G(F(x)) is computed. Then since we only want to focus on the hair part, we apply an element-wise multiplication between mask M(x) and abs(G(F(x)) - x), followed by averaging. Hair masking will guide cycle consistency loss pay more attention to hair difference and ignore the other part of the face. Keeping the adversarial loss unchanged, we only modify the cycle consistent loss to the following:

**3 Experiments**

Our model is trained on Large-scale CelebFaces Attributes (CelebA) Dataset which contains more than 200k images with 40 attributes. Based on the blonde\_hair and black\_hair annotations, we divided the dataset into two, with black hair as domain X and blonde hair as domain Y. 75% is training set and the rest is testing set in each domain.

In the following, we compare our model with other unpaired image-to-image translation models, including the base model CycleGAN as well as DiscoGAN [6].

**3.1 Qualitative measurement**

During training time, we noticed that CycleGAN will focus more on reconstruction rather than translation in later epochs. From Figure 2, we can see the translated image in epoch 17 become less black in hair than epoch 16 in order to achieve better score in reconstruction loss. Also, DiscoGAN gives some uneven color blocks on face at 14th epoch, like the image shown in Figure 3.
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Figure 2: CycleGAN training
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Figure 3: DiscoGAN 14 epoch

We select the 10th epoch from DiscoGAN, CycleGAN, and our model to make comparison since they all give reasonable results. As it can be seen from the Figure 4, our model changes the hair color attribute in more natural and uniform way. In CycleGAN transformed images, some highlight reflections on the blonde hair has been ignored, which causes an awkward boundary between transformed and untransformed part. For example, in the first row of Figure 4, CycleGAN translates part of the blonde hair to back but another part of the hair, which is the band, turns to pink. Comparatively, our model gives a better solution. It dyes the hair completely to black. Furthermore, in last row of Figure 4, DyeGAN can also distinguish the hair from the black hat on the head.

**3.2 Quantitative measurement**

**Frechet Inception Distance (FID)** score measures the similarity between original images and transformed images. FID converts the fake and real images into different gaussian distributions, fits the distributions to the hidden activations and then computes the Fréchet distance, also known as the Wasserstein-2 distance, between those Gaussians [7]. In general, a lower value in FID indicates a higher similarity between those two datasets. We randomly select 5000 pictures from our testing dataset, then score for DiscoGAN, CycleGAN, and DyeGAN are shown in Table 1:

Table 1: FID Score

|  |  |  |  |
| --- | --- | --- | --- |
|  | **DiscoGAN** | **CycleGAN** | **DyeGAN** |
| Blonde to Black | 63.76765832196503 | 21.719315323853692 | 23.30066793165895 |
| Black to Blonde | 60.32030853542898 | 24.43403886101993 | 26.799733343163325 |

Seen from the above, DyeGAN gives a slightly higher score, which indicates the hair is dyed more completely since the translated images are evaluated as less similar than the original ones. DiscoGAN gives the highest score over the other two. After we compared the quality of three sets of images, this abnormal high score may be impacted by the noises, since this method is very sensitive to blur, swirl, black rectangular, or Salt and pepper noise. Images generated by DiscoGAN have a lower quality than the other two, which result in high fid scores [8].

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  | | --- | --- | --- | --- | | Original | DiscoGAN | CycleGAN | DyeGAN | | https://lh5.googleusercontent.com/1aUimPSDuvlBlRT0ORw_Ded2VtYfVpO-lcGVO8ZRVEr_kI-0vlNk1UqtqhElDLvyAFfyodYypt1RpyoE8-PKB4ST4Lsp7Q53KR8aGXvhYjroiw2Gufn00YYiMmKUDqHRYzCp9b0 |  | https://lh5.googleusercontent.com/JyunRya0SGUOhZQqDGM4YMdbEDqsv0wQNG_8X9P3l-uOREKh3hmeipjoZDYtnnzlf-n-y5VU_6Q_0i8Kb9b8cCWvIc7Y-WNvFO6R8kCYqMIXRWK0HQOuz9kZaAutgrux-ejiJrA | https://lh3.googleusercontent.com/cdLd_w1PMOae6NmiQPdUFILD8UM5ZxBd_I6aJLwAWGEaRhs0HVrEctIWDfNTWym01oRM25lFEi0EhB3SGtnL-Pb5Ltdf0OuItaSVPVKUQm0lxrAwcBB24eBlx9ny3M2aeMWHhXk | | https://lh3.googleusercontent.com/vIo55ciAKIbTSfb1IwhD7lo4I6Fbdo8buvpi95CEH_Jo6AOg1lhWvcE-v0mpRdiVCpOEZa8mgS6NEKKiNJhsMKHvb6ZIaJeHpEjD33sC0dZXU3WfTa61S6PA_90JsJpwMV1cF1s | 33 | https://lh3.googleusercontent.com/tS_zr_9bl9DPnKX7WKpUcUKS_5_ND9qHTh59Sn8LaazcwYDrpbL7ieFQDSN9_F4TArmLCUl0FWwMARAXQeEYGRldWJcJzHS3_VP2yVjKOuIM9su15XBrzY8i0ZoudIO17W2wwxY | https://lh4.googleusercontent.com/sJkjoZUwbjGeJfkDyPNP09v7wi-W8FDeoBeAkC4AHfH2QDHTbOGTCFqz0bmNvoG6KZkaKkbAPIDrgq23NuXbSrCwo_BFDAdH0ivuJxQXsgPH5Cx-rd7v6cimIqichGmCEC28uKw | | https://lh6.googleusercontent.com/FsbgIMJsEcwHCghjthanbxhLKcpUKI3G09DRQXK6PyRVvQ0n1VJsUsrrQOeMmyYvrLVW_f0sdiDgrjw6VKhVM7rHOrg8tGiPbecRofjNot9TMAyISY8JNpDPKMYD2m_mmpq43ao | 24 | https://lh3.googleusercontent.com/m61c8t-p8S4OSrk5D0CsMdNQ85Jv_odVeRBNWJr0Jjg9VgRsFU52jSC8EX8nroWEyJJ_OPHnUEqPge3AXcJiSqHNEu6oZD0ItruTsMBN4fq9N1nS24W2R4HPzjvtZ_5zDEoVDnU | https://lh6.googleusercontent.com/2y7yIN1al2PGk_npsQP1pjZxRcv3OgM-MzqKM2yia7pWWSj87hQF0KSiKivLV_Qwodh4xt4lgKBMwAmHfq6IWkqY8AUOJ43kvwErPJdTQ_nkZP5YKrWu2tY8xHjWmF2yBvCHbgk | | https://lh3.googleusercontent.com/npkHK8E9Up8WywjinXquwTLZ1DxbhcQHnx85d8_bOSQS2uwv2rn4-7xfXEkPM0QKWJpjSlMeJE1V8vIMxV4CztusPv80fk7UQ_bSSsRZ2PAa_vk6gPDBL7zEEKE705kwWNOcWKw | 47 | https://lh5.googleusercontent.com/ltCKO2FOEws4MgapwqRkeTKfBLRT78bpXysOSyk6QQx2_CdCRONKVTFcmwfXWEeYXLL9mp7zd5gVUyAfK0lXForGifyS5h1NjnvvU457aUlRY63gLOLikMdCLOu2NauTFJxQVKU | https://lh3.googleusercontent.com/kD3Bk-h3acIas9_N9d4P2_D01qnzzUsQzbY43nSAIOiwF10pNY6IDcSpb2vcAbG7j1tKEMpK_h8-yCaJmwpbR6-geN6uXhF67NwdLI7lXioGRZ8B0hXYKe-Qrai2mdP1ss3HTao | |

Figure 4: Comparison between three models in blonde hair to black hair translation

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  | | --- | --- | --- | --- | | Original | DiscoGAN | CycleGAN | DyeGAN |  |  |  |  |  | | --- | --- | --- | --- | | C:\Users\alynn.LEON-PC\AppData\Local\Microsoft\Windows\INetCache\Content.Word\732.jpg | C:\Users\alynn.LEON-PC\AppData\Local\Microsoft\Windows\INetCache\Content.Word\732.jpg | C:\Users\alynn.LEON-PC\AppData\Local\Microsoft\Windows\INetCache\Content.Word\732.jpg | C:\Users\alynn.LEON-PC\AppData\Local\Microsoft\Windows\INetCache\Content.Word\732.jpg | | C:\Users\alynn.LEON-PC\AppData\Local\Microsoft\Windows\INetCache\Content.Word\548.jpg | C:\Users\alynn.LEON-PC\AppData\Local\Microsoft\Windows\INetCache\Content.Word\548.jpg | C:\Users\alynn.LEON-PC\AppData\Local\Microsoft\Windows\INetCache\Content.Word\548.jpg | C:\Users\alynn.LEON-PC\AppData\Local\Microsoft\Windows\INetCache\Content.Word\548.jpg | |  |  |  | C:\Users\alynn.LEON-PC\AppData\Local\Microsoft\Windows\INetCache\Content.Word\130.jpg | | C:\Users\alynn.LEON-PC\AppData\Local\Microsoft\Windows\INetCache\Content.Word\4429.jpg | C:\Users\alynn.LEON-PC\AppData\Local\Microsoft\Windows\INetCache\Content.Word\4429.jpg | C:\Users\alynn.LEON-PC\AppData\Local\Microsoft\Windows\INetCache\Content.Word\4429.jpg | C:\Users\alynn.LEON-PC\AppData\Local\Microsoft\Windows\INetCache\Content.Word\4429.jpg | |

Figure 5: Comparison between three models in black hair to blonde hair translation

**4 Conclusion**

In this project, we build a new version of cycle-consistent adversarial networks, DyeGAN that can change the hair color under different circumstances. We guide our model only pay attention to the hair part by adding a segmentation mask to the reconstruction loss. As it can be seen from the above experiments, DyeGAN is able to change hair color in a more natural way. In later work, this segmentation idea can be applied to different parts of the face or even body and then easily change one of the attributes specified.

**5 Contribution**

**Shiying Tu**: In early research stage, Tu researched CycleGAN and AttGAN and also rebuilt runnable CycleGAN code in Keras. During implementation stage, Tu was responsible for training CycleGAN model and implementing DyeGAN based on Fully Convolutional Networks (FCN) model. For poster section, Tu assists to design the poster, and DyeGAN applications.

**Lelei Zhang**: In early research stage, Zhang researched DiscoGAN and StarGAN and also rebuilt runnable DiscoGAN code in Keras. During implementation stage, Zhang was responsible for training DiscoGAN and CycleGAN with sigmoid discriminators. Also, Zhang proposed to apply the idea of semantic segmentation to our project. For poster section, Zhang designs the poster.

**Jui-Yang Yu**: Yu provided the idea of working on CycleGAN and also did a research in the model in early stage.

The final report is primarily written by Lelei Zhang and Shiying Tu.
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