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The purpose of this assignment is to use Naive Bayes for classification.

The file UniversalBank.csv contains data on 5000 customers of Universal Bank. The data include customer demographic information (age, income, etc.), the customer’s relationship with the bank (mortgage, securities account, etc.), and the customer response to the last personal loan campaign (Personal Loan). Among these 5000 customers, only 480 (= 9.6%) accepted the personal loan that was offered to them in the earlier campaign. In this exercise, we focus on two predictors: Online (whether or not the customer is an active user of online banking services) and Credit Card (abbreviated CC below) (does the customer hold a credit card issued by the bank), and the outcome Personal Loan (abbreviated Loan below).

Partition the data into training (60%) and validation (40%) sets.

Step 1 install packages

#install.packages("dplyr")  
#install.packages("ISLR")  
#install.packages("e1071")  
#install.packages("tidyr")  
#install.packages("class")  
#install.packages("ggplot2")

Step 2 Load libraries

library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(ISLR)  
library(e1071)  
library(tidyr)  
library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(ggplot2)  
library(gmodels)  
library(pROC)

## Type 'citation("pROC")' for a citation.

##   
## Attaching package: 'pROC'

## The following object is masked from 'package:gmodels':  
##   
## ci

## The following objects are masked from 'package:stats':  
##   
## cov, smooth, var

#learn to use require() to look for a required library

Step 3 Working Directory

setwd("D:/R\_DATA")  
getwd()

## [1] "D:/R\_DATA"

#setwd() #used to set R working directory   
# i.e. D:/R\_DATA or (note / for windows OS)   
# setwd("D:\\\\R\_DATA\\\\")  
#setwd("D:/R\_DATA")

Step 4 Load Working Data UniversalBank.csv

#data.df <- read.csv("UniversalBank.csv")  
#data <- read.csv("UniversalBank.csv")  
#Remove a variable Example  
#MyData<-data[,-2] Example  
#MyData <- data[,-1] #Remove column 1 ID  
data <- read.csv("UniversalBank.csv", stringsAsFactors = FALSE)  
data$CreditCard <- as.factor(data$CreditCard)  
data$Personal.Loan <- as.factor(data$Personal.Loan)  
data$Online <- as.factor(data$Online)  
#MyData <- data[,-1] #Remove column 1 ID

Step 5 Read Original Data

#head(data)  
#summary(data)  
#Find the number of missing values in the data set  
#sum(is.na(data$Online))   
#sum(is.na(data$CreditCard))  
#sum(is.na(data$Personal.Loan))

Step 5 Partition the data into training (60%) and validation (40%) sets.

set.seed(123)  
#Divide data into test and train  
Index\_Train <- createDataPartition(data$Personal.Loan, p=0.6, list=FALSE)  
Train <-data[Index\_Train,]  
Test <-data[-Index\_Train,]

A. Create a pivot table for the training data with Online as a column variable, CC as a row variable, and Loan as a secondary row variable. The values inside the table should convey the count. In R use functions melt() and cast(), or function table(). In Python, use panda dataframe methods melt() and pivot().

#DATA MINING FOR BUSINESS ANALYTICS Page 98 pivot tables using functions melt() and cast()  
#install(reshape)  
#library(reshape2)  
#create bins of size 1

pivot\_table <- table(data$CreditCard, data$Personal.Loan, data$Online)  
#pivot\_table\_train <- table(Train$CreditCard, Train$Personal.Loan, Train$Online)  
print(pivot\_table)

## , , = 0  
##   
##   
## 0 1  
## 0 1300 128  
## 1 527 61  
##   
## , , = 1  
##   
##   
## 0 1  
## 0 1893 209  
## 1 800 82

pivot\_table\_2 <- table(CreditCard = data$CreditCard,   
 Personal.Loan = data$Personal.Loan,   
 Online = data$Online)  
print(pivot\_table\_2)

## , , Online = 0  
##   
## Personal.Loan  
## CreditCard 0 1  
## 0 1300 128  
## 1 527 61  
##   
## , , Online = 1  
##   
## Personal.Loan  
## CreditCard 0 1  
## 0 1893 209  
## 1 800 82

Training Data Pivot Table

pivot\_table\_3 <- table(CreditCard = Train$CreditCard,   
 Personal.Loan = Train$Personal.Loan,   
 Online = Train$Online)  
print(pivot\_table\_3)

## , , Online = 0  
##   
## Personal.Loan  
## CreditCard 0 1  
## 0 791 79  
## 1 310 33  
##   
## , , Online = 1  
##   
## Personal.Loan  
## CreditCard 0 1  
## 0 1144 125  
## 1 467 51

B. Consider the task of classifying a customer who owns a bank credit card and is actively using online banking services. Looking at the pivot table, what is the probability that this customer will accept the loan offer? [This is the probability of loan acceptance (Loan = 1) conditional on having a bank credit card (CC = 1) and being an active user of online banking services (Online = 1)].

Probability that Personal.Loan = 1 CreditCard = 1 Online = 1

Credit Card = 1, Online = 1, Loan = 1 = 48 (from table)

Total number of customers Credit Card = 1, Personal Loan = 1 = 477 (from table)

Total Customers with CC = 48 + 477 = 525

48/525 = 0.0914285714285714 = 9.14%

C. Create two separate pivot tables for the training data. One will have Loan (rows) as a function of Online (columns) and the other will have Loan (rows) as a function of CC.

function of Online (columns):

pivot\_loan\_online <- table(Personal.Loan = Train$Personal.Loan,   
 Online = Train$Online)  
print(pivot\_loan\_online)

## Online  
## Personal.Loan 0 1  
## 0 1101 1611  
## 1 112 176

function of CreditCard (columns):

pivot\_loan\_cc <- table(Personal.Loan = Train$Personal.Loan,   
 CreditCard = Train$CreditCard)  
print(pivot\_loan\_cc)

## CreditCard  
## Personal.Loan 0 1  
## 0 1935 777  
## 1 204 84

D. Compute the following quantities [P(A | B) means “the probability of A given B”]: i. P(CC = 1 | Loan = 1) (the proportion of credit card holders among the loan acceptors) (CC =1 | Loan = 1) = 86 /(196 + 86) 86/282 = 0.3049645390070922 30.496% of Loan Acceptors have a Credit Card ii. P(Online = 1 | Loan = 1) (Online = 1 | Loan = 1) 174 / (108 + 174) 174/282 = 0.6170212765957447 61.7021% Of Loan Acceptors have an Online Account iii. P(Loan = 1) (the proportion of loan acceptors) # 1 108 + 174 = 282 Online # 0 1091 1627 = 2,718 Online # 1 196 + 86 = 282 CreditCard # 0 1951 767 = 2,718 Credit Card # 3000 Total Records 282 / 3000 = 0.094 9.4% Have a Personal Loan iv. P(CC = 1 | Loan = 0) P(CC = 1 | Loan = 0) = 767 / (1951 + 767) 767 / (2,718) = 0.2821927888153054 28.2192% of non-Loan Acceptors have a Credit Card v. P(Online = 1 | Loan = 0) P(Online = 1 | Loan = 0) = 1627 / (1091 + 1627) 1627/2718 = 0.5986019131714496 59.8601% of non-Loan Acceptors have an Online Account vi. P(Loan = 0) # 1 108 + 174 = 282 Online # 0 1091 1627 = 2,718 Online # 1 196 + 86 = 282 CreditCard # 0 1951 767 = 2,718 Credit Card # 3000 Total Records 2,718 / 3000 = 0.906 90.6% of Customers do not have a Personal Loan

#summary(data)

E Use the quantities computed above to compute the naive Bayes probability P(Loan = 1 | CC = 1, Online = 1).

naive Bayes probability: P(Loan = 1 | CC = 1, Online = 1) = 0.2916667 \* 0.6111111 = 0.17824075787037 17.82% Probability of a loan acceptor has both an online account and credit card

# Build a naïve Bayes classifier  
nb\_model <- naiveBayes(Personal.Loan~CreditCard+Online,data = Train)  
nb\_model

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace)  
##   
## A-priori probabilities:  
## Y  
## 0 1   
## 0.904 0.096   
##   
## Conditional probabilities:  
## CreditCard  
## Y 0 1  
## 0 0.7134956 0.2865044  
## 1 0.7083333 0.2916667  
##   
## Online  
## Y 0 1  
## 0 0.4059735 0.5940265  
## 1 0.3888889 0.6111111

# Predict the default status of test dataset   
Predicted\_Test\_labels <-predict(nb\_model,Test)  
  
#library("gmodels")  
  
# Show the confusion matrix of the classifier  
CrossTable(x=Test$Personal.Loan,y=Predicted\_Test\_labels, prop.chisq = FALSE)

##   
##   
## Cell Contents  
## |-------------------------|  
## | N |  
## | N / Table Total |  
## |-------------------------|  
##   
##   
## Total Observations in Table: 2000   
##   
##   
## | Predicted\_Test\_labels   
## Test$Personal.Loan | 0 | Row Total |   
## -------------------|-----------|-----------|  
## 0 | 1808 | 1808 |   
## | 0.904 | |   
## -------------------|-----------|-----------|  
## 1 | 192 | 192 |   
## | 0.096 | |   
## -------------------|-----------|-----------|  
## Column Total | 2000 | 2000 |   
## -------------------|-----------|-----------|  
##   
##

F. Compare this value with the one obtained from the pivot table in (B). Which is a more accurate estimate?

naive Bayes probability value: 17.82% Pivot Table Question B probability value: 9.14%

The Naive Bayes looks more accurate because it is a higher probability of Personal Loan acceptance when looking at customers with both an active Credit Card and Online Account. The directions stated that 9.6% of the total population accepted the last Personal Loan offer but we see a higher probability with acceptance if the customer has a Credit Card and Online Account.

naive Bayes probability: P(Loan = 1 | CC = 1, Online = 1) = 0.2916667 \* 0.6111111 = 0.17824075787037 17.82% Probability of a loan acceptor has both an online account and credit card

Probability that Personal.Loan = 1 CreditCard = 1 Online = 1 Credit Card = 1, Online = 1, Loan = 1 = 48 (from table) Total number of customers Credit Card = 1, Personal Loan = 1 = 477 (from table) Total Customers with CC = 48 + 477 = 525 48/525 = 0.0914285714285714 = 9.14%

G. Which of the entries in this table are needed for computing P(Loan = 1 | CC = 1, Online = 1)? Run naive Bayes on the data. Examine the model output on training data, and find the entry that corresponds to P(Loan = 1 | CC = 1, Online = 1). Compare this to the number you obtained in (E).

The entries needed in the table are the

#nb\_model <- naiveBayes(default~balance+income,data = Train)  
  
  
#Make predictions and return probability of each class  
Predicted\_Test\_labels <-predict(nb\_model,Test, type = "raw")  
  
#show the first few values   
head(Predicted\_Test\_labels)

## 0 1  
## [1,] 0.9082737 0.09172629  
## [2,] 0.9021538 0.09784623  
## [3,] 0.9061594 0.09384060  
## [4,] 0.9082737 0.09172629  
## [5,] 0.9082737 0.09172629  
## [6,] 0.8999139 0.10008606

#install.packages("pROC") # install if necessary  
#library(pROC)  
  
#Passing the second column of the predicted probabilities   
#That column contains the probability associate to ‘yes’  
roc(Test$Personal.Loan, Predicted\_Test\_labels[,2])

## Setting levels: control = 0, case = 1

## Setting direction: controls < cases

##   
## Call:  
## roc.default(response = Test$Personal.Loan, predictor = Predicted\_Test\_labels[, 2])  
##   
## Data: Predicted\_Test\_labels[, 2] in 1808 controls (Test$Personal.Loan 0) < 192 cases (Test$Personal.Loan 1).  
## Area under the curve: 0.4986

plot.roc(Test$Personal.Loan,Predicted\_Test\_labels[,2])

## Setting levels: control = 0, case = 1  
## Setting direction: controls < cases

![](data:image/png;base64,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)

#Create a Box-Cox Transformation Model  
library(ISLR)  
library(caret)  
Box\_Cox\_Transform<-preProcess(data,method = "BoxCox")  
Box\_Cox\_Transform

## Created from 5000 samples and 9 variables  
##   
## Pre-processing:  
## - Box-Cox transformation (6)  
## - ignored (3)  
##   
## Lambda estimates for Box-Cox transformation:  
## 0.7, 0.8, 0.3, 2, 0.4, 0

# PersonalLoan\_Transformed=predict(Box\_Cox\_Transform,data)  
# y <- PersonalLoan\_Transformed$Personal.Loan  
# h<-hist(y, breaks=10, col="red", xlab="Personal Loan",  
# main="Histogram before Transformation")  
# xfit<-seq(min(y),max(y),length=40)  
# yfit<-dnorm(xfit,mean=mean(y),sd=sd(y))  
# yfit <- yfit\*diff(h$mids[1:2])\*length(y)  
# lines(xfit, yfit, col="blue", lwd=2)