# Summary of Historical Developments in Planning and Search

By Bryan Travis Smith

In the previous project I wrote a summary of [*Mastering the game of Go with deep neural networks and tree search*](https://storage.googleapis.com/deepmind-media/alphago/AlphaGoNaturePaper.pdf)[1], where I discussed the novel combination of Deep Learning, Reinforcement Learning, and Monte Carlo Tree Search to produce the strongest AI go player to date. In this paper, I will review 3 research events that helped lay the ground work for this work.

The first paper is Bernd Brugmann’s 1993 paper, [Monte Carlo Go](http://www.ideanest.com/vegos/MonteCarloGo.pdf) [2]. Brugmann work in this paper is using simulating annealing with simulated to decided which move should be played. The paper describes simulating the play of 10,000 games in such a way the odds of switching a move from the previous simulated game depends on the temperature of simulated annealing. From this simulation, a value of each position is generated from how often it is associated with winning. The highest value position is the one the agent plays. This work generated an agent that is ranked 25 kyu on a 9x9 board.

The second paper is[*Bandit based Monte-Carlo Planning*](http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.102.1296&rep=rep1&type=pdf) [3] by Furnkranz et. al. where the group proposed using Monte Carlo methods coupled with a selection strategy that was based on statistical convergence to the optimal action instead of uniform sampling or heuristic based bias selection. They proposed using the Upper Confidence Bound (UCB1) applied to the tree search where each state-action pair has an estimated expected reward with a confidence interval. This method will select the path with the state-action pair with the highest confidence bound. The results are that error is reduced in fewer iterations previous Monte-Carlo methods and Alpha-Beta pruning across a wide range of branching factors and problem depths.

The third and final paper in this review is [*Efficient Selectivity and Backup Operators in Monte-Carlo Tree Search*](http://citeseerx.ist.psu.edu/viewdoc/download;jsessionid=302F0C6863578947AE32C3BB6F6D7B4F?doi=10.1.1.81.6817&rep=rep1&type=pdf)[4] by Remi Coulom.This paper acknowledges that the assumption of the central limit theorem holding is not strictly held in tree search, and that Monte Carlo methods can be used to estimate the value and uncertainty in nodes. Selection of the state-action is done with probabilities based on the difference of mean values and the uncertainty of those value. Coulom also integrated the Monte-Carlo phase with the min-max evaluation by alternating the estimates as positive and negative of the estimated values in the simulated games.

Tremendous amount of work has been done with respect to Go and Monte-Carlo Tree search, and these are only three (almost randomly selected) papers on the topics.
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