* Tasks for a model to learn sentence embeddings:
  + Seq2seq:
    - Predicting next and previous sentence based on current sentence
    - Predicting reply for question
    - Translating
  + Classification:
    - Snli dataset: predicting if premise entail or contradict a hypothesis or if they are neutral
    - Predicting if 2 sentences are equivalent
    - Question classification
  + Regression:
    - Predicting how similar are 2 sentences
    - Using triplet objective function