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# **Abstract**

Functional annotation of gene lists is a common analysis routine required for most genomics experiments and bioinformatics core facilities must support these analyses. In contrast to methods such as quantitation of RNA-Seq reads or differential expression analysis, our research group noted a lack of consensus in our preferred approaches to functional annotation. To investigate this observation, we selected four experiments that represent a range of experimental designs encountered by our cores and analyzed those data with six tools used by our group. To facilitate comparisons between tools, we focused on a single biological result for each experiment. These results were represented by a gene set and we analyzed these gene sets with each tool considered in our study to map the result to the annotation categories presented by each tool. In most cases, each tool produces data that would facilitate identification of the selected biological result for each experiment. For the exceptions, Fisher’s exact test parameters could be adjusted to detect the result. Because Fisher’s exact test is used by many functional annotation tools, we investigated input parameters and demonstrate that, while background set size is unlikely to have a significant impact on the results, the numbers of differentially expressed genes in an annotation category and the total number of differentially expressed genes under consideration are both critical parameters that may need to be modified during analyses. In addition, we note that differences in the annotation categories tested by each tool, as well as the composition of those categories, can have a significant impact on results.
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# **Introduction**

The functional annotation of gene lists generated during gene expression (RNA-Seq, microarrays), chromatin state (ChIP-Seq, ATAC-Seq) or functional screening experiments is an essential service provided by bioinformatics cores. These analyses enable interpretation of the data and the generation of hypotheses for subsequent experiments. Numerous options are available to perform these studies ranging from comprehensive and costly commercial packages to open-source tools. The statistical approaches involved fall into three general categories: over-representation analysis (ORA), functional class sorting (FCS) and topology-based analysis (TB). ORA starts with a list of differentially expressed genes and then uses Fisher’s exact test to determine if genes from any functional group overlap with that list to a larger degree than what would be anticipated by chance. This method is used by open-source tools such as DAVID [1](https://www.zotero.org/google-docs/?Hag8Qi), g:Profiler [2](https://www.zotero.org/google-docs/?B5rxfH), BiNGO [3](https://www.zotero.org/google-docs/?e7KeWD), GO:TermFinder [4](https://www.zotero.org/google-docs/?t37A18), OntoExpress [5](https://www.zotero.org/google-docs/?S1w43y) and FuncAssociate [6](https://www.zotero.org/google-docs/?fRrYv7), as well as proprietary tools such as Metacore [7](https://www.zotero.org/google-docs/?PDda2w) and Ingenuity Pathway Analysis [8](https://www.zotero.org/google-docs/?qgTAug). The input for FCS is the entire list of genes considered in an experiment, ordered from high in one class to high in another using an experimentally-derived statistic. FCS then applies the Kolmogorov-Smirnov statistic to determine if functionally-grouped genes show coordinated association with one of the classes. This method is used by Gene Set Enrichment Analysis (GSEA) [9,10](https://www.zotero.org/google-docs/?yr50wH). TB methods consider relationships and interactions between genes within annotation groups. This process emphasizes genes that play key regulatory roles in pathways that are under investigation and, as a result, it may be more sensitive in the discovery of biologically meaningful results. Examples of this method include ROntotools [11](https://www.zotero.org/google-docs/?HCZIuw) and a commercial implementation of this method, iPathwayGuide [12](https://www.zotero.org/google-docs/?jvdMC3), SPIA [13](https://www.zotero.org/google-docs/?CP9GwR), and CogNet [14](https://www.zotero.org/google-docs/?IAkNz9).

Each type of analysis requires functional groupings of genes according to biological pathways or other characteristics. There are many sources for these annotations. The Gene Ontology (GO) Consortium initially published the first annotations more than two decades ago [15](https://www.zotero.org/google-docs/?sfZRZZ). The aim of this Consortium was to create a dynamic, structured, controlled, and common vocabulary that captures information about gene products. The vocabulary included three independent ontologies: biological process, molecular function and cellular component. In the GO, genes are associated with hierarchies of terms based on different types of evidence. The Disease Ontology database [16](https://www.zotero.org/google-docs/?Ia1dSs) takes a similar graph-based approach to describe disease states. Biological pathways are captured in databases such as KEGG [17,18](https://www.zotero.org/google-docs/?g4vySL), WikiPathways [19](https://www.zotero.org/google-docs/?kJYx8P), PID [20](https://www.zotero.org/google-docs/?r9Mhp4), and Reactome [21](https://www.zotero.org/google-docs/?gm7VZQ). In addition, Metacore and IPA maintain their own proprietary databases of pathways, interactions and functions. Many of these gene to term associations as well as experimentally derived gene lists are captured and presented in the Molecular Signature Database (MSigDB). [22](https://www.zotero.org/google-docs/?5tezIK)

The tools and annotation sources considered in this study are a fraction of what is available to researchers and detailed reviews have been published. Xie et al., 2021 performed an analysis of 503 publications covering functional annotation tools or methods with a focus on popularity based on citation frequencies and performance using an analysis of validation approaches. They provide a Shiny application that aggregates reviews, methods papers and benchmarking studies. Their results indicate that the two most popular tools are GSEA and DAVID. Furthermore, the large number of publications described in their work indicates that enormous effort has been expended to define the most highly performing functional annotation tools [23](https://www.zotero.org/google-docs/?VMJHw0). They also discuss the challenges facing benchmarking studies in this field and provide jupyter workflows aimed at improving the results.

Comparative studies are challenging because different experiments can have dramatically different numbers of differentially expressed genes and there is a lack of harmonization in gene set naming and content in the annotation repositories used by various tools. Nguyen et al., 2019 addressed these challenges in their benchmarking study by adjusting differential expression thresholds so that similar numbers of genes were included in each analysis and they restricted their analysis to an annotation set of about 150 KEGG pathways [24](https://www.zotero.org/google-docs/?CfETmC). These adjustments facilitated a comprehensive and quantitative comparison of 13 analysis tools and 86 (75 human/11 mouse) array-based gene expression experiments and they were able to demonstrate improved performance of the TB methods. While these techniques worked well for their study, they are difficult to apply to the types of experiments encountered in core facilities. Rigorous statistical thresholds applied to experiments with variable design and complexity often results in variable numbers of differentially expressed genes that must be examined. Furthermore, selection of annotation groups is often driven by experimental considerations and researcher requirements rather than algorithmic optimization.

Given the widespread use of functional annotation analyses in gene expression experiments and the number of analysis routines available, incorrect execution of these analyses is problematic. Wijesooriya et al., 2022 document routinely insufficient description of methods, inappropriate use of background list in up to 95% of published examples and failure to apply false discovery corrections in 43% of cases [25](https://www.zotero.org/google-docs/?uI0h3E). These authors emphasize the need for more rigorous standards in these workflows.

In functional analysis, there are biases that must be considered while performing any of the statistical approaches. A comprehensive functional description of all gene products remains incomplete. Previous GO annotation versions have been shown to be influenced by annotation bias, in which most annotations are for a small number of well-studied genes, or literature bias, in which a small number of articles contribute disproportionately many experimental annotations. These challenges have been noted [26](https://www.zotero.org/google-docs/?IUcZcJ) and the problems affect a variety of applications, such as GO enrichment analysis [27](https://www.zotero.org/google-docs/?MRJkgX), protein function prediction [28](https://www.zotero.org/google-docs/?RtOivL) and gene network analysis [29](https://www.zotero.org/google-docs/?eBIOJE).

Here we use a scenario-based approach to investigate different functional annotation routines. We were motivated by the observation that, within our research group, relatively little consensus existed with regard to best practices and tool selection decisions were often based on cost, convenience and researcher experience rather than any sort of a quantitative process. As a result, we prepared a framework to summarize our experiences with our preferred tools in a way that may be informative to other cores or researchers. Four example experimental comparisons that represent classes of experiments encountered by our cores were examined using a collection of six tools used by at least one member of the research group. The experimental comparisons range from a subtle experimental manipulation with limited differential gene expression to a comparison of different tissues with extensive differential gene expression. The tools include open-source and commercial applications that utilize ORA, TB and FCS algorithms. We focused our comparisons on a single biological observation for each experiment while paying special attention to topics that were controversial within our research group. Topics considered include background set size, differential expression thresholds, directionality of change and commercial versus open-source tools..

# **Materials and Methods**

## Data Processing and Differential Expression Analyses

The datasets considered in this study are listed in Table 1. Count data for G1vRev were obtained from the Gene Expression Omnibus (GEO, GSE83647), data for EvC are available from GEO (GSE55190) and count data were provided by the authors. The hpm3AvC FASTQ files were downloaded from GEO (GSE63966) and quantified using salmon version 1.0.0 [30](https://www.zotero.org/google-docs/?2E2hCq) using the hg38 genome and an Ensembl version 98 annotation. SvC data were downloaded from GTEx, GTEx Analysis v7[31](https://www.zotero.org/google-docs/?bWfEf4). Differential expression analysis was done using DESeq2 [32,33](https://www.zotero.org/google-docs/?aUutds). Version 1.24.0 and apeglm log fold change shrinkage was used for G1vRev, EvC and hpm3AvC, and version 1.16.0 and normal log fold change shrinkage was used for SvC. Unless otherwise indicated, differentially expressed genes (DEGs) were defined as those having an absolute log2 fold change >= 1 and an FDR adjusted P-value (padj) < 0.05. The final differential expression results used in this study are provided in Table S1.

## Analysis Tools

The tools considered in this study are listed in Table 2. Pre-ranked GSEA was run with the command line interface to GSEA 4.1 using the Wald Statistic from DESeq2 as ranking metric, weighted scoring scheme and gene sets from the MsigDB v.7.2 collections hallmark, c2cp, c2cgp, c5cc, c5bp, c5mf. For the EvC experiment, mouse gene symbols were assigned to human orthologs using an orthology table provided by the Jackson Labs. Where orthology mapping was one to many, the human ortholog with the highest average expression across the dataset was selected as the representative. The Wald statistic rank files for each experiment are provided in Table S2. The normalized enrichment score (NES) and FDR-q-value statistics were extracted from the output and aggregated into a single file for visualization and analysis. For GSEA concept-mapping, the concept gene lists (Table S3) were used as input to the MSigDB Investigate Gene Sets tool in order to compute overlap with 6 gene set collections under investigation. The top 10 overlapping gene sets from each collection with FDR q-val < 0.05 were selected as concept related gene sets (Table S4).

DAVID was run using R (v 4.1.0) with RDAVIDWebService (v 1.28.0), org.Mm.eg.db (v 3.12.0) and org.Hs.eg.db (v 3.12.0). In some cases, these runs were supplemented with interactive runs with the DAVID web interface. Results for the annotation categories GOTERM\_BP\_DIRECT, GOTERM\_MF\_DIRECT, GOTERM\_CC\_DIRECT, KEGG\_PATHWAY, REACTOME\_PATHWAY and BIOCARTA were collected for analysis and visualization. For DAVID concept-mapping, genes in each concept set were mapped to Ensembl IDs and run using the default background for the appropriate species. For each annotation category in each run, up to the top 10 results with Bonferroni P-values less than 0.05 were flagged as related results (Table S4). In addition to the EASE (modified Fisher) P-values, DAVID presents Bonferroni, Benjamini P-values and percent FDR for each result. There are relatively few significant results when filtering is done on any of these adjusted P-values suggesting that the DAVID statistical methods are more stringent than those in other tools. For the cell cycle analysis, the GOTERM\_BP\_ALL collection was also run.

g:Profiler was run using R (v 4.1.0) with gprofiler2 (v 0.2.0). The annotation sources used were GO:BP, GO:MF, GO:CC, KEGG, REAC and WP. To identify g:profiler results related to the selected biological concepts, the gene sets were analyzed using annotated genes as a background scope. Control for multiple hypothesis testing was done with the g:profiler algorithm g:SCS. For each annotation category in each run, the top 10 results with g:SCS P-values less than 0.05 were flagged as related hits (Table S4). For the experimental data, differentially expressed gene lists were obtained by application of abs(logFC) >= 1 and padj <= 0.05 and runs were carried out using custom backgrounds derived from the experimental data. Selected columns for all output from the R client runs were exported.

Ingenuity Pathway Analysis (IPA) was run using the web interface provided by the company with the default whole-genome background sets . The ontologies considered were Canonical Pathways and Diseases and Functions. To identify IPA annotations related to the selected biological concepts, the gene sets were analyzed using the default background. For both annotation categories in each run, the top 25 results with a P-value less than 0.05 were flagged as related hits (Table S4). For the experimental data, DEGs were submitted to the Core analysis tool and run with the default background. For Canonical Pathways, all results were exported, for Diseases and Functions, the top 500 were exported. For canonical pathways, IPA exports -log10(P-value) of the Fisher exact test raw P-value and these were restored to linear space for plotting.

Metacore runs were executed using the web interface provided by the company and custom background sets derived from the input data. The ontologies considered were Pathway Maps, Process Networks, GO Processes, GO Molecular Functions and GO Localizations. To identify metacore annotations related to the selected biological concepts, the gene sets were analyzed using the default background. For each annotation category in each run, the top 10 results with FDR less than 0.05 were flagged as related hits (Table S4). For the experimental data, custom background sets were prepared from the experimental data and thresholds and DEGs were submitted for analysis. The top 50 results from each annotation category were extracted from the web output.

Advaita iPathwayGuide (iPG) was run using the web interface provided by the company. The ontologies considered were Pathway, GO:BP, GO:CC and GO:MF. To identify metacore annotations related to the selected biological concepts, the gene sets were analyzed using the default whole-genome background. For each annotation category in each run, the top 10 results plus ties with FDR less than 0.05 were flagged as related hits (Table S4). For the experimental data, DEGs were selected and the default whole-genome background was used. All results from each annotation category were exported from the web output.

## Data Analysis and Visualization

For each of the four datasets and six analysis tools, the experimental results were combined and annotated with the results from the concept mapping procedure where related terms are labeled as “Hits” (Table S5). These assembled data were filtered and plots were prepared using R version 4.2.1 [34](https://www.zotero.org/google-docs/?86EOnI) with tidyverse\_1.3.1. For the Fisher’s test simulations, data frames were created in R with and tests were performed using the fisher.test function with the alternative parameter set to greater. Heat maps were prepared using Spotfire Analyst 10.10.3. The Fisher’s test scripts as well as scripts used for plotting, DAVID analysis, g:Profiler analysis, all required data and the supplemental tables are available in the github repository for this study:

<https://github.com/bumproo/ABRF_GBIRG_OntologyStudy>

# **Results**

## Datasets considered in this study

A graphical representation of the analysis workflow is presented in Figure S1. This process is initiated with the selection of four experimental comparisons and information about these is presented in Figure 1. These different datasets are representative of some of the different kinds of comparisons encountered by bioinformatics cores. These data are presented in the form of ‘case studies’ that compare different analysis tools in the context of these diverse datasets. Members of our research group have experience with the analysis of these data and that was leveraged to select a biological concept, represented by an MSigDB gene set [22](https://www.zotero.org/google-docs/?Bx7Qbg), that is altered in each comparison.

G1vRev is an experimental manipulation of the human cell line RPE-1[35](https://www.zotero.org/google-docs/?W8HO4J). These cells were arrested at the G1/S boundary by thymidine treatment. Following arrest, cells were treated with Reversine to induce aneuploidy and after 66 hours, RNA was isolated from these aneuploid cells (Rev). In addition, aneuploid cells were treated with Nocodozol to induce mitotic arrest and detached dividing cells were removed by shaking. This process enriched the culture for senescent attached aneuploid cells (G1) that do not enter the cell cycle. There are three replicates for each condition (Fig. 1A, top) and 102 DEGs were identified (Fig. 1A, middle) indicating a small degree of differential gene expression between G1 and Rev. The biological concept we considered is genes involved in cell cycle progression. These are more highly expressed in the Rev condition and the result is represented by the gene set HALLMARK\_E2F\_TARGETS (Fig, 1A, bottom).

The EvC dataset compares livers from Mapk8/9 double knock-out mice fed a high-fat diet (E) with livers from wild-type mice fed a standard diet (C). There are three replicates of each condition (Fig. 1B, top) and 1088 DEGs were identified (Fig. 1B middle) indicating substantial differences in gene expression between E and C. The original study describes the function of Jun terminal kinases (Mapk8 and Mapk9) in the liver and their role in insulin resistance. In this comparison livers from the knock-out mice fed a high fat diet (E) more highly express genes involved in lipid metabolism. This observation is represented by the gene set KEGG\_PPAR\_SIGNALING\_PATHWAY (Fig. 1B, bottom).

Hpm3AvC compares primary human pleural cells treated with asbestos (A) with control treated cells (C), [36](https://www.zotero.org/google-docs/?AxlOBJ). There are two highly correlated replicates for each condition (Fig. 1C, top) and 1289 DEGs were identified (Fig. 1C, middle) indicating a substantial degree of differential gene expression. Malignant mesothelioma (MM) is an aggressive cancer often involving pleural mesothelial cells that have been exposed to asbestos and this carcinogenesis may be a result of asbestos-induced inflammation. In this comparison, genes involved in inflammation are more highly expressed in the asbestos-treated cells and this observation is represented by the gene set HALLMARK\_TNFA\_SIGNALING\_VIA\_NFKB gene set (Fig. 1C, bottom).

SvC is a comparison of gene expression in skeletal (S) and cardiac (C) muscle. There are 564 replicates of skeletal muscle and 303 replicates of left ventricle (Fig. 1D, top) and 6369 DEGs were identified (Fig. 1D, middle). This highly replicated experiment comparing different types of muscle results in a large number of differentially expressed genes. Elevated expression of genes involved in skeletal muscle contraction was noted in the skeletal muscle samples and this result is represented by the GO\_SKELETAL\_MUSCLE\_CONTRACTION gene set (Fig. 1D, bottom).

## Analysis tools investigated in this study

The six tools examined here (Table 2) are favored by study participants and they include representatives from the three general algorithmic categories: FCS (GSEA), ORA (DAVID, g:profiler, IPA, Metacore) and TB (iPG). The commercial tools possess extensive functionality and IPA and Metacore test their own manually curated and proprietary pathway ontologies. iPathwayGuide uses a unique TB analysis scheme that emphasizes highly-connected genes in addition to differentially expressed lists. These commercial tools are commonly run interactively and produce heavily annotated results linked to proprietary and public data repositories.

## Concept Mapping

We sought to compare results produced by the selected tools on the different input datasets but found this process complicated due to inconsistencies across tools in both the naming and content of annotation categories. To facilitate comparisons, we developed a process called concept mapping. For each experiment, we first identified a biological result (concept) and selected an associated MsigDB gene set (Fig. 1, GSEA panels, supplemental Table S3). Next, for each tool the concept gene sets were used as analysis input, producing the tool-specific results related to each concept. For each annotation collection, up to 10 tool-specific results with the smallest P-values (ties) were annotated as concept-related sets. In order to be selected, the result had to have a P-value (usually adjusted) of 0.05 or smaller. In the case of IPA which has two annotation collections, the top 25 results plus ties were annotated as concept-related. This type of list analysis is not possible for GSEA so instead, the MSigDB Compute Overlaps utility was used. In the case of iPathway guide, the “plus ties” expanded the results list for each concept because this tool appears to place a floor on the P-value and as a result, many sets had the same small P-value. The concept mapping results for each tool are provided in Supplemental Table S4.

To illustrate the process in more detail, a partial example is shown in Fig.2A. The biological concept we selected for the EvC comparison was KEGG\_PPAR\_SIGNALING\_PATHWAY. The results produced when this gene set is used as input to Metacore (left panel), g:Profiler (middle panel) and GSEA (right panel) are shown. In each panel, points are stratified on the Y-axis according to the ontology group and random jitter has been introduced for display purposes. Red points indicate the top 10 results for each ontology group that were flagged as “concept-related” for subsequent analyses. The blue points are results that have a P-value < 0.05 but are outside the top 10 and black points are results with P-value > 0.05. In the case of Metacore, this KEGG pathway is not specifically represented in the tested annotation categories but numerous closely related gene sets were identified by our analysis illustrating the utility of our concept mapping approach. By using category names alone, the association between KEGG\_PPAR\_SIGNALING\_PATHWAY and these results would not be apparent. For g:Profiler and GSEA, the KEGG pathway is included and produces a highly significant result (black arrows). These concept-related annotations were identified for each ontology category and tool we consider in this study. In this process, we identify the most closely related results in each of the tools regardless of how the results are named or what genes they contain. We can then use these concept-related terms to consider the performance of the different tools in our experimental comparisons.

DAVID allows users to test different subsets of GO terms that are distinguished by rules governing gene assignments to annotation groups. Fig2. B shows a comparison of the GO biological process results produced by DAVID\_DIRECT which are annotations provided by the annotation source and DAVID\_ALL which includes a more comprehensive collection of annotations. The table presents 22 GO biological process categories that are present in the top 10 significant results from DAVID, GSEA, g:Profiler or Metacore. This subset of tools was considered because they are the four that specifically analyze the GO biological process annotation group. The size of the annotation category in MsigDB is indicated and the rank of the result within each run is shown in the cells. Higher ranking results are shaded blue, lower ranking results red. These data show that the DAVID\_ALL collection is similar to the GO annotations tested by the other 3 tools that directly test GO term annotations. The DAVID\_DIRECT run results in high ranking results in annotation categories that are generally smaller and perhaps more specific than those produced by DAVID\_ALL and the other tools. Fig2. C shows the relationship between all results produced by DAVID\_DIRECT and DAVID\_ALL runs with the HALLMARK\_E2F\_TARGETS gene set as input. The detected terms overlap in 218 out of 232 cases. The numbers of genes annotated to each term varies in the DAVID\_ALL and DAVID\_DIRECT. In some cases, terms are annotated in a similar way (GO:0006297~nucleotide-excision repair, DNA gap filling) with 24 genes assigned to the term in both groups. In other cases, term annotation is dramatically different. For example, GO:0006259~DNA metabolic process has 995 genes in DAVID\_ALL and only 26 in DAVID\_DIRECT. These data suggest that the alternative views of the GO presented by DAVID may present different and valuable perspectives on biological results. For this study, the results from DAVID\_DIRECT were used to identify terms related to the biological concepts.

## Concept-Related annotations for each comparison

The DEGs identified in each of the four comparisons were analyzed using the six tools considered in this study (Fig. 3). The 24 panels in this plot are arranged into six rows corresponding to tools and four columns for each comparison. Statistically significant results, usually defined by adjusted P-values, are shown as points in each panel, the Y axis is the P-value with more significant results to the left and random jitter has been introduced for display purposes. The concept-related annotations are highlighted in red. In most cases, a high density of red points are visible on the left-hand side of each panel indicating that the tools detect annotations related to the biological concept selected for each comparison. The G1vRev comparison is a notable exception to this general conclusion. DAVID, g:Profiler, Metacore and iPG all lack a high density of red points on the left side of the plots for this comparison. Furthermore, Metacore does not have any concept-related results with a P-value <= 0.05. IPA has concept-related results to the left, in part because the P-value included with IPA bulk data downloads is unadjusted while all other tools report P-values with a false discovery adjustment. GSEA has high density concept-related results on the left-hand side in each comparison suggesting that the rank-based FCS algorithm used by GSEA may be more sensitive than the Fisher’s test method used by all the other tools. In order to better understand the reasons for the less robust results in the G1vRev comparisons, it is helpful to consider some details about the Fisher-exact test.

## Over-representation analysis and Fisher’s exact test

The tools that execute over-representation analysis generally make use of hypergeometric testing and this method has been reviewed elsewhere [37](https://www.zotero.org/google-docs/?Ty1mvY). The goal of the test is to assess if the number of DEGs in a set is greater than what would be expected to occur by chance given the size of the set, the number of DEGs and the size of the background. As a result, the four input values required for the test are the number of DEGs in the annotation set being tested (Fig.4Aa), the number of DEGs that are not in the set (Fig. 4Ab), the number of non-DEGs in the tested set (Fig. 4Ac) and the number of non-set, non-DEGs, also known as background (Fig 4Ad). Consider the example where 4 out of 100 differentially expressed genes are in a pathway that has 200 genes from a genome with 20,000 genes. The test aims to allow researchers to conclude that the 4% differentially expressed pathway genes is a greater fraction than would be expected by chance given that 1% of the genome is in the pathway. In this example, the Fisher test produces a P-value of 0.021 suggesting that the pathway is over-represented in the DEG list.

The size of the annotation sets being considered is the only input parameter that is not dependent on experimental considerations. The box plot in Fig. 4B presents the sizes of the gene sets in MsigDB stratified by annotation groups. Most gene sets are less than 100 genes in size. The hallmark collection gene sets average about 200 genes and there are several hundred gene sets in the c2 chemical and genetic perturbation (c2cgp) and GO biological process (c5bp) sets with greater than 300 genes. The remaining three input values to Fisher’s test need to be defined by user decisions and we noted a lack of consensus within our group regarding this process. As a result, we executed a series of simulations in order to inform a consensus about these decisions.

The definition of the background set was particularly controversial. It is possible that this should be the total number of genes encoded by the genome because all had an equal chance of being detected in an RNA-Seq experiment. Depending on the library preparation method, it could be best to include all genes with poly-adenylated transcripts as represented by the protein coding gene list. Alternatively, it might be best to only consider genes that are detected in the experiment. To investigate this parameter, we tested a range of background set sizes, in increments of 100, starting with 12000, to represent expressed genes and ending with 20000 to represent all protein coding genes (Fig. 4C) . The annotation set size was fixed at 100 genes and tests were run with 2 (green), 5 (black), 10 (blue) and 15 (red) differentially expressed pathway genes out of a set out of 100 differentially expressed genes. In each case, the -log10(P-value) increases as size of the background set increases, indicating that statistically significant results become easier to obtain as background set size increases. The curves for 5, 10 and 15 pathway DEGs never drop below the significance threshold indicated by the horizontal red line at -log10(P-value) 1.3 indicating that these results are all significant across this range of background set sizes. The data for two pathway DEGs are never significant. This suggests that, although the upward trend exists, the slopes of the lines are generally subtle and small adjustments to the background size, by excluding differentially expressed genes from the background set for example, are unlikely to have a consequential impact on the results.

In addition to background size, the thresholds that define differentially expressed genes also need to be selected by the researcher. A standard for these thresholds is an absolute log2 fold change >= 1 and an adjusted P-value <= 0.05 but these are somewhat arbitrary values that can be modified to adjust the stringency of the analyses. Another factor impacting the number of differentially expressed genes is the directionality of differential expression. It may be desirable to include both up and down regulated genes in the counts because genes may be differentially regulated in the same biological pathway. That said, it could also be appropriate to consider the up and down-regulated genes separately. An example is a set of genes that are markers of a differentiation event and all have higher expression in one of the phenotypic classes. Decisions about these parameters can impact both the count of differentially expressed genes and the numbers of genes found within the annotation set under analysis. Figure 4D is an analysis of these values. In this plot, a range of differentially expressed gene counts from 50 to 2000 are tested for an annotation set with 100 genes and 2 (green), 5 (black), 10 (blue) and 15 (red) differentially expressed genes from that set using a background size of 17000. These curves are steep and they often cross the horizontal significance threshold line in the middle range of differentially expressed gene counts. For example, the blue line representing 10 differentially expressed genes in a set of 100 drops below significance near a DEG count of 1000. If all 10 of those genes were upregulated and differential expression was evenly distributed between the up and down direction, a biological conclusion might be made if only upregulated genes were considered (10/500) compared to both directions simultaneously (10/1000). These data suggest that careful consideration of the definition of differentially expressed genes is important when running these analyses. It is notable that the Metacore web interface facilitates easy adjustment of differential expression thresholds making this tool an excellent choice for exploration of these parameters.

## G1vRev and genes involved in the cell cycle

Our G1vRev comparison is the only one of our comparisons that does not result in numerous highly significant concept-related results for all six of the tools we tested (Fig. 3). This comparison is a complex biological manipulation resulting in relatively subtle differences between conditions with only 102 DEGs using the standard cutoffs. Of the gene sets identified as related to the HALLMARK\_E2F\_SIGNALING concept, only 2 are significant in the DAVID and g:Profiler analyses and none are significant using the Metacore tool. Therefore, analysis may benefit from relaxation of fold change thresholds and consideration of genes upregulated in only one of the conditions. These modifications to selection of differentially expressed genes can be justified by careful consideration of the experiment.

The Rev condition is a mixed population consisting of about 40% arrested aneuploid cells and 60% aneuploid cells in various stages of the cell cycle. This cycling population is asynchronous and it is estimated that about half of the cells are in the G1 phase of the cell cycle. To prepare the G1 condition, a repeated shake-off procedure was used following a Nocodozol block of mitosis. This takes advantage of the physical detachment of mitotic cells allowing them to be removed from the culture leaving only the arrested sub-population that is not progressing through the cell cycle. As a result, the G1 sample is a sub-population of the Rev condition resulting in substantial similarities between the conditions in this bulk RNA-Seq experiment. This coupled with unavoidable variability driven by degree of aneuploidy, relative cell-state proportions and other factors results in divergent biological replicates and small numbers of differentially expressed genes. It is possible that genes with biologically relevant fold changes could fall below the standard thresholds and, in this case, they may be concentrated in just the Rev condition enriched for cycling cells.

To investigate this in more detail, we performed analysis of this experiment using the modified differential expression selection criteria detailed in Figure 5A. The standard thresholds that result in selection of 102 genes are shown in panel a. Panel b shows 466 differentially expressed genes using a relaxed log2 fold change of 0.58 (1.5 fold in linear space), panel c highlights a selection of 62 genes higher in the Rev condition (negative fold change) only using the standard fold change threshold. Panel d shows the 268 genes in this direction with the relaxed fold change threshold. Figure 5B shows the position of 26 HALLMARK\_E2F\_TARGETS target genes that have an absolute fold change > 0.4 in this comparison in a volcano plot. 23 of these genes are higher in the Rev condition but the fold changes are small with only 5 genes meeting the standard log2 fold change threshold, all 5 of these are higher in the Rev condition.

The differentially expressed gene lists prepared using different criteria were then analyzed with DAVID (Fig. 5C) and g:Profiler (Fig. 5D). Each heatmap presents results for concept-related annotation categories HALLMARK\_E2F\_TARGETS concept mapping analyses that have a P-value < 0.2 in at least one of analyses. The P-values used here are Bonferroni for DAVID and the g:SCS method for g:Profiler. The columns (a-d) correspond to the differential expression selections indicated in Figure 5A a-d and colors are according to the indicated scale with <= 0.05 in dark red and values between 0.05 and 1 on a gradient from red to gray. These data show that for both of these tools, while relaxing the fold change threshold to 0.58 increases the number of categories detected as significant (a vs b and c vs d), the most substantial increase in numbers of concept-related results detected is observed when genes up-regulated in the Rev condition are considered separately (a vs c and b vs d). This is consistent with the presence of cycling cells in the Rev condition and suggesting that analysis of this experiment may benefit from using only genes higher in Rev because the majority of the cell cycle transcriptional signature is associated with this condition.

The HALLMARK\_E2F\_TARGETS gene set selected as the biological concept of interest for this experiment consists of about 200 genes that are targets of the E2F family of transcription factors. These genes are often involved in cell cycle related processes and the enrichment of this gene set is significant by GSEA (Fig. 1A) with a normalized enrichment score of -3.03 and a nominal P-value of approximately 0. In this analysis, over half of the genes in this set detected in the GSEA leading edge indicating that, despite the relatively low fold changes, this gene set is robustly enriched in the Rev condition. This result highlights an aspect of GSEA that sets it apart from the other tools. Gene sets are scored based on relative rank in a gene list ordered from high in one condition to high in another and users are not required to set fold change and P-value thresholds in order to analyze an experiment. In this work, the ranking metric used to order genes from high in one condition to high in the other was the Wald statistic, log2 fold change divided by standard error, is related to fold change so GSEA run with this ranking metric considers genes upregulated in each condition separately.

## EvC and PPAR Signaling

The PPAR signaling pathway was found to be upregulated livers from Mapk8/Mapk9 double knockout mice fed a high fat diet compared to livers from wild-type mice fed a standard diet. As a result, we selected the KEGG\_PPAR\_SIGNALING gene set as the biological concept for the EvC comparison (Fig. 1B). This gene set was significantly enriched in the E condition with a NES of 1.99 and a nominal P-value of approximately 0. This KEGG pathway is tested by iPG, GSEA, DAVID and g:profiler and it was significantly detected by all four (Fig. 6A, red points). Although the manually curated Canonical Pathways in IPA and Pathway Maps in Metacore lack this specific pathway, our concept mapping approach identified a series of closely-related annotation categories within the tested sets for each of these tools and these related annotation sets are significant in our analysis (Fig. 3). One of the most closely related Pathway Maps in Metacore is “Regulation of lipid metabolism\_PPAR regulation of lipid metabolism”. This annotation category has 47 genes and 16 of them are in KEGG\_PPAR\_SIGNALING. One of the top Canonical Pathways in IPA is “Fatty Acid 𝛃-oxidation I”. This consists of 33 genes, with 15 in KEGG\_PPAR\_SIGNALING. These results and others highlight the linkage between the KEGG\_PPAR\_SIGNALING gene set and pathways and functions involving lipids.

One of the top GO molecular function results for the E vs C comparison in iPG is the term lipid transporter activity. This term is also a top result in the Metacore analysis of GO molecular function (Fig. 6B). A related term from IPA analysis of their “Diseases and Bio Functions” collection called “Transport of lipid” also scores highly. These two results can be presented using the network visualization function available in these tools (Fig. 6C). These types of visualization are also available in iPG and similar plots can be prepared with open source tools. In these examples, the interactions between the genes in each annotation category and subcellular localizations are indicated. In addition, fold change data from the EvC comparison are shown using colored shadings or icons associated with each gene. The accessibility and quality of these types of interactive visualizations are a distinguishing feature of the proprietary applications. Information about each gene and interaction between genes is hyperlinked in the visualization and easily accessible. These data can be difficult to present in a static format and for even these relatively small annotation categories, visualization of individual gene names is challenging. If the focus is on general trends, these views can be informative. For example, in Figure 6C, it is clear that the pathways from both IPA and Metacore contain genes that are up and down-regulated in this comparison due to the green and red shading of genes in the IPA plot and the blue and red icons associated with genes in the Metacore plot.

This differential regulation of genes in these pathways highlights an aspect of GSEA analysis that can be adjusted for a different view of an experiment. The molecular function GO term in the Metacore analysis (Lipid transporter activity) is captured in an MsigDB gene set and this is not significantly enriched in the E condition by GSEA. Genes in this category are both up and down-regulated in this experiment but pre-ranked GSEA using the Wald statistic as ranking metric considers the different directions separately. As a result, neither direction reaches significance (Fig.6 D). In cases like this, it may be beneficial to run pre-ranked GSEA using the adjusted P-value as a ranking metric. This tests for enrichment in genes that are different as opposed to up or down genes. In this case, the ranking metric is not related to the magnitude and direction of change so the “classic” GSEA scoring scheme should be used instead of “weighted”. Figure 6 E shows a GSEA plot using adjusted P-value as ranking metric. The right hand side of the continuum are genes with low adjusted P-value genes and the GO\_LIPID\_TRANSPORTER\_ACTIVITY set is significantly enriched on this side of the plot. Unlike runs ranked by the Wald statistic, the left side of the continuum are genes with P-values near 1 indicating a lack of differential expression and results here are difficult to interpret.

## Hpm3AvC and IL-17 Signaling

Treating human primary pleural cells with asbestos results in a robust inflammatory response. We selected the gene set HALLMARK\_TNFA\_SIGNALING\_VIA\_NFKB as the representative biological concept for this comparison (Figure 1C) where this gene set is enriched in the A condition with a NES of 2.04 and a P-value of approximately 0. Concept mapping of this gene set revealed a strong relationship with terms relating to the IL-17 signaling pathway in 4/6 of the analysis tools. IL-17 signaling is represented by an 81 gene KEGG pathway called “IL-17 signaling pathway” that is directly tested by g:Profiler and iPG. Versions of this pathway are tested by Metacore and IPAresult but these annotations differ in composition. The Metacore version called “Immune response\_IL-17 signaling pathway” has 39 genes while the IPA pathway “IL-17 Signaling” has 132 genes. In contrast, DAVID and GSEA lack IL-17 annotation sets that were identified by our concept mapping procedure. (Fig. 7A). GSEA and DAVID test a 15 gene Biocarta version of the IL-17 pathway and GSEA also includes a wikipathway version with 32 genes. Neither of these were flagged as related to HALLMARK\_TNFA\_SIGNALING\_VIA\_NFKB by our concept mapping procedure. Figure 7B shows analysis results for AvC with the 6 tools under consideration, red points indicate the four IL-17 signaling sets listed in Figure 7A and blue points are other annotations that have some version of the text pattern “IL-17”. The representations of the IL-17 signaling are highly significant while other IL-17 annotation groups are less so. These different representations and notable absences of a biological process as well-studied as IL-17 signaling highlight an important difference between the analysis tools. While these tools generally produce results that lead to similar biological interpretations of our comparisons (Fig.3), the annotation groups being tested by each can have substantial differences.

We wished to examine the heterogeneity of genes present across the different IL-17 signaling representations in the context of AvC differential expression. We identified 201 different genes present in at least one of the IPA, KEGG, Metacore, Biocarta or Wikipathways IL-17 signaling annotation sets and summarized these results in an UpSet plot (Fig. 7C). The lower-left plot shows the number of genes measured for each representation (row). The center matrix and upper bar plot shows the number of genes considered across representations; each row represents a representation, and each column represents a set of genes. At the row-column coordinate, a gray node indicates this subset of genes was not measured by this representation and a black node indicates this protein-set was measured; black nodes are vertically connected by intersection lines. The union of all representations contains a set of 201 distinct genes; at 132 genes, IPA's was the most inclusive gene set but, as the first column shows, 65 of 132 are only present in the IPA annotation. Each column is shaded according to whether the AvC differential expression was up-regulataed (red segment, 18 genes), down-regulated (blue, 2), or not differentially expressed (gray, 45). The second largest group contains 29 genes unique to the KEGG pathway. Overall, almost half (94/201) of the genes included in these IL-17 annotations are found in these 2 non-overlapping groups suggesting indicative of a high degree of variability in the composition of these annotations. We note that, although there are no genes found in all 5 of these annotation categories, 84 genes are found in at least 2. In fact, the 3rd largest group is a set of 17 genes that are found in IPA, KEGG and Metacore and 10 of these genes are up-regulated in response to asbestos. There are 3 genes in common between IPA, KEGG, Biocarta and Metacore (CSF3, CXCL8 and IL6) all 3 are up-regulated in response to asbestos treatment. Given the discrepancies present in the composition of annotation categories, it may be beneficial to prepare custom annotation sets that may be missing from the collection being tested by a tool. This is trivial to accomplish in GSEA where custom gene sets can be created in gmx or gmt format and tested. Figure 7D shows one such result for a manually created gene set capturing the KEGG IL-17 signaling pathway and the AvC comparison. g:Profiler includes a function that allows upload of custom gene sets in GMT format. The testing of custom gene sets by the other tools does not seem to be supported.

## Skeletal Muscle vs Heart Left Ventricle

The comparison between the GTEx Skeletal Muscle (S) and Heart, Left Ventricle (C) involves a large number of biological replicates of two dramatically different tissues differential expression analysis results in a large number of DEGs with 2488 genes more highly expressed in skeletal muscle and 3881 more highly expressed in cardiac muscle using standard thresholds. Analysis of this number of DEGs is difficult. IPA issues a warning when analysis is attempted with this number of genes and suggests filtering so that there are between 100 and 2000 DEGs under consideration. The DAVID R interface also encounters timeout failures when working with lists of this size. Although the other tools in our analysis do not provide warnings, it is likely that analysis of large gene lists is problematic. For example, in a Metacore analysis of Biological Process with the full set of DEGs, all of the top 10 results were from general GO categories consisting of more than 2500 genes. These large and general categories are difficult to interpret. To investigate this observation further, we modeled Fisher’s exact test results for an annotation category with 100 genes where 20, 40, 60 and 80 of those genes are detected in a range of DEG counts from 1000 to 6000 (Fig 8A). The majority of annotation sets contain fewer than 100 genes so this sizing is relevant (Fig4A). When 20 genes are differentially expressed out of 100 gene set, statistical significance can be achieved only when there are fewer than about 2100 DEGs (Fig. 8A, green curve above red horizontal line). For 40/100, significance cannot be achieved when there are more than about 4500 DEGs (Fig8A, black line). For 60 and 80 genes in a pathway, significance is possible throughout this range of differentially expressed gene counts (Fig8A, blue and red lines respectively). These curves shift to the right for larger annotation sets, 200/1000 has a significance threshold at about 3000 DEGS and for 400/1000 the threshold is around 5500 genes (Fig. 8B). These data indicate that when large DEG lists are under consideration, substantial fractions of genes in an annotation set must be differentially expressed in order to achieve low P-values and larger annotation sets are more likely to be detected.

Based on these results, it is likely that researchers must heed the IPA warning and focus on only the most robustly different genes when doing analysis. Figure 8C presents a g:Profiler analysis of the GO biological process ontology using different gene lists from the SvC comparison. The top 3 rows consider differentially expressed genes in both directions with absolute log2 fold change thresholds of 1, 2 and 4. The bottom 3 rows consider only genes more highly expressed in skeletal muscle with log2 fold change thresholds greater than 1, 2 and 4. The numbers of differentially expressed genes under consideration are indicated and volcano plots highlight the thresholds in use. In all cases, selected DEGs had adjusted P-value less than 0.05. The GO biological process category Skeletal Muscle Contraction was selected as the biological concept for this comparison (Fig. 1D) and is plotted in red, concept related terms are in blue and other terms are in gray. These data show that although the concept related term is significant in all tests, similarly small P-values are obtained when a fold change threshold greater than 4 is applied or when only genes more highly expressed in skeletal muscle are considered. These results suggest that when the number of differentially expressed genes exceeds tool recommendations, stringent differential expression thresholds can be applied and still produce appropriate biological interpretations.

# **Discussion**

In this study we present general agreement in the functional annotation results produced by six tools using three different algorithms (ORA, FCS and TB) run on four datasets. In nearly all cases, the representative biological conclusion was readily apparent in the output. While our study was focused on practical parameters that should be considered when executing these analyses, the performance we observed is consistent with directed and large-scale evaluations that have been published. Tarca et al., 2013 reported significant enrichment of target gene sets in 36 of 42 experiments examined by almost all of 16 tools they evaluated[38](https://www.zotero.org/google-docs/?otQp7H). Geistlinger et al., 2021 describe a comprehensive framework for evaluating enrichment analysis methods and tools, discuss the statistical properties of these approaches and apply their framework to 42 microarray and 15 RNA-Seq experiments. These authors observed general consistency in phenotypic relevance scores for the class of methods we consider in our study[39](https://www.zotero.org/google-docs/?dKCv1Q). Ihnatova et al., 2018 performed an analysis of different topology-based analysis methods and described consistent detection of enriched pathways when sufficient numbers of pathway genes are differentially expressed. This study also includes an evaluation of various experimental designs with a range of differentially expressed gene count and suggestions regarding optimal tool selection under these different experimental parameters are provided[40](https://www.zotero.org/google-docs/?rF20sh).

In our study, the exception to the similar performance profiles was observed in the G1vRev dataset. This is a comparison between two biologically similar conditions with substantial variability in replicates and only about 100 DEGs are detected using default thresholds. Using ORA, the biological result of cell cycle is most readily detected when relaxed fold change thresholds are applied and direction is considered separately. On the other hand, the biological result for our EvC comparison involves a lipid transport pathway that contains both up and down-regulated genes in response to the experimental manipulation. Here, consideration of the two groups of DEGs separately based on direction is counterproductive. These observations suggest that the application of a constant set of thresholds to ORA analyses may not be the most effective approach. Instead, analysts should experiment with these parameters and arrive at an approach guided by experimental design considerations.

Analysis of our G1vRev dataset also emphasized an important characteristic of GSEA. This FCS method does not require application of thresholds to define DEGS, instead it uses a list of genes ordered by some sensible differential expression statistic. As a result, the cell cycle biological concept was robustly detected without adjustment of the DEG thresholds. GSEA also performs well in comparisons that have large numbers of differentially expressed genes. When default thresholds are applied to our comparison of skeletal and cardiac muscle, more than 6000 DEGs are detected. We show that the majority of annotation categories are difficult to detect in situations like these and that large and general annotation categories are more likely to achieve significance. Notably, strict fold change thresholds can be applied to reduce the number of DEGs without impacting detection of the relevant biological concept. GSEA, however, performs well in this comparison without adjustment of the thresholds used to define differential expression. This, combined with the G1vRev results, suggest that while careful adjustment of DEG thresholds may be required to obtain optimal ORA results, GSEA can often be executed with consistent parameters for a wide range of experimental comparisons.

Another component of ORA approaches is the definition of a background set. We show that background set sizes are unlikely to have a major impact on analysis results. In general, statistical significance is easier to achieve with larger background set sizes so it may be beneficial to use the largest justifiable value for this parameter. Decisions about background set size should be carefully considered in order to minimize technology, detection and biological biases[41](https://www.zotero.org/google-docs/?INLEVf). Finally, the maintainer of the TB approach used by iPathwayGuide suggest that their tool makes use of biological information associated with the genes in an input list so that DEG lists containing genes with central and highly connected roles in pathways will be emphasized and these impactful nodes will factor more prominently in the results.

Each tool considered in this study tests representations of gene categories and pathways from their own collection of annotations. In cases such as GO and KEGG, the underlying information is shared and although it may be cumbersome to track specific versions in use, these annotations are probably stable and consistent between tools over time. Ontologies such as the IPA canonical pathways and the Metacore Pathway maps are manually curated, specific to the tool and may represent valuable features of commercial software. We note that creating and testing custom gene lists that represent annotation categories that are missing, underappreciated or relevant to a specific experiment is simple to accomplish with GSEA.

The differences in annotation collections and the naming conventions used by each tool made direct comparisons between the output of tools challenging. Our concept mapping approach attempted to address these challenges by identifying a gene set that represents a known biological result for each dataset and then using that gene set is input to each tool in order to flag annotations within each tool that are related to the result. The necessity and utility of this process is illustrated by the AvC comparison. In this experiment, the selected biological concept was a MSigDB hallmark gene set called TNFA\_SIGNALLING\_VIA\_NFKB concept mapping of these genes identified IL-17 signaling pathways as a response to asbestos treatment. Despite the fact that IL17 was characterized at the molecular level nearly 30 years ago [42](https://www.zotero.org/google-docs/?yNoitT), a variety of representations of this pathway named in this fashion are present in the repositories. This may be caused by the numerous IL17 family members with a correspondingly complex array of receptors that have many biological roles in different kinds of inflammation.

The tools in this study are accessed with web, command line or programmatic interfaces. For GSEA, our preferred method uses the Java command-line interface but we have experience with the Java GUI and note that this mode is most accessible to our bioinformatics core clients. The GSEA/MSigDB system is well supported and maintained and full output from the runs is accessible in both text and html formats. The web interface to DAVID has been used by many of us over time. DAVID also supports programmatic analysis with Java, Perl, Python and R clients [43](https://www.zotero.org/google-docs/?j6KzXu) however there are restrictions on gene list sizes that may prevent analysis of some datasets. The web interface to g:Profiler is easy to use and the authors also provide a robust R client making it accessible to both novice and experienced users.

The commercial tools Metacore, IPA and iPathwayGuide all provide web interfaces with extensive analysis and visualization functionality. These commercial interfaces are highly interactive and produce optimal results when used in that manner. The resulting data can be explored by following hyperlinks and making adjustments to visualizations. Users can launch subsequent analyses to build networks or pathways or explore interacting molecules. We have presented only a subset of the functions provided by the commercial tools and, in aggregate, it is likely that these tools provide enough additional value over open-source methods to justify their expense. The licensing options for each commercial tool in our study vary but can be in the range of thousands of dollars. These licenses or accounts are often linked to a single user making shared access difficult so interactive use may require a designee from each core. It is noteworthy that iPathwayGuide provides the valuable ability to share interactive analysis results with unlicensed collaborators. During the course of this work, we had contact with technical support from all six tools and found them to be responsive and helpful making all of them well-maintained and supported analytical options.

Representatives from the commercial tools were invited to participate in the study and were provided with the differential expression datasets. Our intention was to have companies work with their own tools to provide a ‘best case scenario’ result while the processing by GBIRG scientists would be a ‘real world scenario’. Evolving analytical goals and uneven participation led us to deemphasize this aspect of the work but both Advaita (iPathwayGuide) and Clarivate Cortellis (Metacore) took advantage of the opportunity to examine the data and results were consistent with those produced by GBIRG participants. We note that interaction with expert company representatives was educational, suggesting that the availability of this kind of support is another valuable aspect of the commercial tools.

The analyses presented here suggest that functional annotation of gene lists derived from genomics experiments is an artisanal process with little evidence of a single optimal solution. Practically equivalent results can be obtained by all the tools we considered. We conclude that optimal analysis routines will consist of a combined ORA and FCS methods and the identification of high priority results may be facilitated by TB methods. Furthermore, we feel that combining open-source tools with commercial products such as Metacore, IPA or iPathway guide will leverage the available range of algorithmic and annotation resources and allow for a careful examination of biological annotations and pathways impacted by an experiment leading to informative biological conclusions and productive hypothesis generation. We have sought to develop a novel framework evaluating functional annotation tool performance across a variety of analysis tools that is robust to inconsistent functional category naming schemes and variable gene content. Now that this framework has been established and demonstrated to provide valuable insights, it may facilitate future studies that consider a greater number and variety of input datasets.
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# **Figure Legends**

Figure 1 - Experimental design, differential expression results and selected biological results for the datasets considered in this study. The experiments represent a range of experimental designs (top panels) and differential expression results (middle panels, differentially expressed genes defined with absolute log2 fold change >=2 and padj <= 0.05 in red). GSEA was used to associate each comparison with a biological result (bottom panels). A) G1vRev has 3 replicates of each treatment and 102 differentially expressed genes. E2F target genes are enriched in the Rev condition. B) EvC has 3 replicates of liver samples from mice with different genotypes and fed different diets and 1068 differentially expressed genes. Genes in the KEGG PPAR signaling gene set are enriched in the knock-out/high fat diet condition. C) hpm3AvC as 2 replicates of each condition, PCA indicates that the majority of variability that exists in the data is associated with treatment. Genes in the TNF\_SIGNALING\_VIA\_NFKB are enriched in response to asbestos treatment. D) SvC has 564 skeletal muscle and 303 cardiac muscle replicates and 6369 differentially expressed genes. Genes assigned to the GO\_SKELETAL\_MUSCLE category are enriched in the skeletal muscle condition.

Figure 2 - A selected biological concept for each experiment was mapped to related gene sets, pathways or categories by analyzing concept gene lists with each tool. A) Demonstration of concept mapping for genes in the KEGG\_PPAR\_SIGNALING gene set using Metacore (left panel), g:Profiler (middle panel) and GSEA (right panel). For metacore and g:Profiler, ORA was done using the gene list with default whole genome background. For GSEA, related terms were identified using the MsigDB compute overlaps web utility. Arrows in g:Profiler and GSEA panels indicate the KEGG PPAR signaling pathway itself. This annotation is missing from Metacore. Red points are the 10 results in each annotation group with the smallest FDR corrected P-values, blue are hits with P-value <= 0.05 but outside the top 10 and black are results with p > 0.05. For GSEA, the maximum number of results reported by the compute overlaps utility is 100 and in most cases, all values have P-values < 0.05. For display purposes, -log10(P-value) corrected P-values > 50 were reported as 50. B) Analysis of genes in the HALLMARK\_E2F\_TARGETS gene set using 2 different DAVID annotation collections or GOTERM\_BP, GSEA, g:Profiler and Metacore. 22 different GO categories are in the top 10 in at least one of the runs. The rank of each result for each tool is indicated. The results for DAVID ALL are similar to the other 3 tools but DAVID direct results are distinct. C) Venn diagram showing overlap between DAVID GOTERM\_BP\_DIRECT and DAVID GOTERM\_BP\_ALL terms in the results sets for E2F targets. With the exception of 14 terms in DIRECT that are missing from ALL, the rest are present in both but they differ dramatically in the number of genes annotated to the term. For example, the term GO:0006281~DNA repair is #7 in direct due to 25/235 genes but #14 in ALL due to 52/530. Term GO:0007049~cell cycle is 4th in ALL with 116/1672 genes but 50th in DIRECT with 12/217

Figure 3 - Summary of analysis results. The columns correspond to each experimental comparison and the rows present data for each tool. Individual panels display results with P-value <= 0.05 with lowest P-value results to the left. Adjusted P-values are used in each case except for IPA where raw P-values are plotted. The vertical jitter in the panels is random and added to separate data points for visualization purposes. Results related to the biological result are highlighted in red.

Figure 4 - Consideration of input data used in the Fisher exact tests. A) The 2x2 contingency table contains input values (red letters) that correspond to counts of differentially expressed genes (DEGS) in the gene set being analyzed (a), counts of genes in set that are not differentially expressed (b), count of DEGS not in set (c) and non-differentially expressed/non-set background count (d). B) Size analysis of the 16550 gene sets in the indicated collections of MsigDB v7.2. The count of outliers > 300 genes in size is indicated along the top of the plot. The overall average set size is 84 genes. C) Fisher exact tests using simulated data for a gene set of size 100 where the number of DEGS in the set are 2 (green), 5 (blue), 10 (black) and 15 (red) and the background set size is varied from 12000 to 20000 genes. D) Fisher exact tests using simulated data for a gene set of size 100 and the number of DEGS in the set are 2 (green), 5 (blue), 10 (black) and 15 (red), a background set size of 17000 and the total number of differentially expressed genes is varied from 50 to 2000. In both C and D, the horizontal line indicated the -log10(P-value) threshold for significance of 1.3, values above this line have P-value < 0.05.

Figure 5 - Cell cycle analysis of G1vRev experiment. A) Differential expression analysis filtering thresholds used in this analysis. B) Volcano plot highlighting differential expression of the 26 HALLMARK\_E2F\_TARGETS genes (blue points) with an absolute fold change > 0.4. C) DAVID analysis of gene lists from each of the 4 differential expression sets. The 9 sets presented were identified as related terms in the DAVID concept mapping results and have a Bonferroni adjusted P-value < 0.2 in at least one of the 4 tests. D) g:Profiler analysis of gene lists from each of the 4 differential expression sets. The 26 sets presented were identified as related terms in the g:Profiler concept mapping results and have an adjusted P-value < 0.2 in at least one of the 4 tests. For both C and D, rows are ordered by sum of P-value from the 4 runs so that sets most likely to be significant in all tests are presented on top.

Figure 6 - PPAR signaling and lipid metabolism analysis in the EvC experiment. A) iPG, GSEA (canonical pathways collection), g:Profiler and DAVID include the KEGG PPAR signaling pathway in the tested annotation and in each case (red point) this result is significant in this analysis. P-values plotted were fdr\_p for iPG, FDR\_q\_value for GSEA, Bonferroni DAVID and g:SCS for g:Profiler. Vertical red line indicates the -log10(P-value) 1.3 significance threshold, points to the right of the line have P-values < 0.05. Vertical jitter added to strip plots for display purposes. B) Metacore and IPA do not test the KEGG PPAR pathway but in concept mapping analysis, a series of lipid metabolism pathways were identified as related, the top 5 results for each of these are displayed. C) IPA visualization of 43/174 genes D) Metacore visualization of 27/154 network E) GSEA plot of GO Lipid Transporter activity using Wald statistic as ranking metric and weighted scoring scheme. F) GSEA plot of GO Lipid Transporter activity using adjusted P-value as ranking metric and classic scoring scheme.

Figure 7 - IL-17 signaling analysis in the hpm3AvC experiment. A) Source and size of IL-17 signaling pathway annotations in study tools and the rank of the result in the TNF concept mapping analysis with each tool. B) Results of IL-17 signaling (red points) and 19 sets whose names contain the IL-17 string (blue points). Vertical red line indicates the -log10(P-value) 1.3 significance threshold, points to the right of the line have P-values < 0.05. C) Upset plot displaying the distribution of 201 different genes in the various IL-17 signaling sets. Of these genes, 61 are up-regulated by asbestos treatment (red segments), 4 sre down-regulated (blue segments) and 136 do not meet differential expression thresholds (gray segments). Counts of genes in different annotation groups are indicated. D) GSEA result for the KEGG IL-17 signaling pathway run as a custom set.

Figure 8 - GO skeletal muscle analysis in the SvC experiment. A) Simulated Fisher exact tests for a 100 gene pathway when 20% (green), 40% (black), 60% (blue) and 80% (red) pathway genes are differentially expressed in the context of increasing numbers of differentially expressed genes ranging from 1000 to 6000. The horizontal line indicated the -log10(P-value) threshold for significance of 1.3, values above this line have P-value < 0.05. B) The same as A except a 1000 gene annotation set is tested. C) Significance of the GO skeletal muscle (red points) category and related terms (blue points) and other (grey points) under different filtering schemes using g:Profiler. Numbers of differentially expressed genes for each filter are indicated. The red/grey volcano plots indicated the filtering strategy. Vertical red line indicates the -log10(P-value) 1.3 significance threshold, points to the right of the line have P-values < 0.05. Vertical jitter added to strip plots for display purposes.

Figure S1 - Diagram of the analysis workflow. Experimental comparisons were performed using the same 4-step process. Step 1: Select experimental comparison for analysis. Four experiments were selected to represent a range of experimental designs. Step 2: Identify a single biological result (concept) for each experiment. These were results that were selected based on past experience with the data and are represented by a single MSigDB gene set. Step 3: Analyze the genes in the concept gene lists using each tool in order to identify results from each tool/ontology that are most closely related to the biological concept. Step 4: Analyze the experimental comparison with each tool and visualize the concept related results for each tool produced in step 3 in the context of the experimental analysis. The results of step 4 are presented in Figure 3.

# 

# **Tables**

Table 1 - Datasets Considered in this Study

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Dataset** | **Species** | **Comparison** | **DEG Count** | **Biological Concept Gene Set** |
| G1Rev | Human | Aneuploid G1 arrested RPE-1 cells vs aneuploid RPE-1 | 102 | HALLMARK\_E2F\_TARGETS |
| EvC | Mouse | Livers from Mapk8;Mapk9 null high fat diet mice vs WT regular diet mice | 1068 | KEGG\_PPAR\_SIGNALING\_PATHWAY |
| hpm3AvC | Human | hpm3 pleural cells treated with asbestos vs untreated cells | 1289 | HALLMARK\_TNFA\_SIGNALING\_VIA\_NFKB |
| SvC | Human | Skeletal muscle vs. Left ventricle cardiac muscle | 6369 | GO\_SKELETAL\_MUSCLE\_CONTRACTION |

Table 2 - Analysis Tools Considered in this Study

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tool** | **Cost** | **Interface** | **Statistic** | **Strategy** |
| GSEA | Free | cli | FCS | Non-topology Based |
| DAVID | Free | R | ORA | Non-topology Based |
| g:profiler | Free | R | ORA | Non-topology Based |
| Ingenuity Pathway Analysis | Paid | web | ORA | Non-topology Based |
| MetaCore | Paid | web | ORA | Non-topology Based |
| Advaita iPathwayGuide | Paid | web | ORA/TB | Topology Based |

Table S1 - Differential expression data for each comparison considered in this study.

Table S2 - Ranking metrics for each comparison used in pre-ranked GSEA analyses.

Table S3 - Gene list for biological concepts

Table S4 - Concept related annotation categories for each tool and concept list

Table S5 - Analysis results for comparisons merged with concept-related annotations.