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1. Introduction

The aim of our project was to prepare a program capable of recognizing the genre of the movie based on the plot using neural network. We decided to implement the network in Python and use TensorFlow library.

1. Data set

We used dataset from www.kaggle.com which contains information about 35 000 movies. There are following columns in the set:

- release year,

- title,

- ethnicity,

- director,

- cast,

- genre,

- Wikipedia page,

- plot.

The release year varies from 1901 to 2017. As for genres, there are about 20 main genres but often multiple genres are assigned to one movie. Because of the assumptions we made at the beginning, we cut the dataset and left only columns with a genre ant a plot.

1. Data preprocessing

From the original data set, the plot of the films and the corresponding genres are selected. First, the genres are standardized. Standardization in this case is the unification of the names of specific genres, because in the data set there are many small differences between the definition of the genres. For this reason, the names of genres, e.g. "sci-fi", "science-fiction", "science fiction", "sciencefiction." are changed to "science\_fiction". The next step is to replace the word abbreviations (e.g. "what's" with "what is"), punctuation marks and Wikipedia footnotes. Then unrepresentative genres are rejected, as well as those that could not be standardized and remain: "action", "adventure", "animation", "comedy", "crime", "drama", horror ", "musical ", "romance ", "science\_fiction" and "thriller ".

After rejecting unnecessary genres, the remaining rows are mixed up. This is done by randomly selecting a predetermined number of plot descriptions for a given genre. Mixing is done to get a more reliable result. After mixing the data, another standardization process follows. Because the data is written in words it should be convert to numbers. A dictionary [word, value] is created from all the words contained in the plot descriptions left in the data set, so that in the case of multiple occurrences of a given word, it has one numerical value. During this operation, insignificant words such as "are", "is", "about" are also removed, for this purpose the nltk library with the corpus of English words was used. The names of film genres are also converted into numbers. Standardization is followed by averaging the number of words in the story descriptions, because some of the descriptions have different amounts of them. Descriptions that have more words are truncated to a certain number, and those that have fewer words are copied from the beginning up to the specified number of words. At the end, all the rows are mixed up again so that the descriptions of the same genres stories are not occur in subsequent indexes. After mixing, the standardized data is saved to a csv file from which the neural network downloads them.

1. Implementation
   1. Keras

Keras is one of the leading high-level neural networks APIs. It is written in Python. The core data structure in Keras is the model which is available in two options – sequential and the Model class used with the functional API. We prepared sequential model.

from tensorflow import keras

model = keras.Sequential()

* 1. Layers

We started building our neural network with the embedding layer. It is responsible for taking vocabulary in numerical form and looking up the embedding vector for each word-index. These vectors are learned as the model trains. It results in additional dimension in the output array – batch, sequence and embedding.

Later, we needed to be able to handle input of variable length. In order to do this, we added GlobalAveragePooling1D layer for global average pooling operation for temporal data.

Next layers which we appended were dense layers. The first one with bigger dimensionality of the output space and the second one with output dimension matching the number of the possible movie genres.

To avoid overfitting, we applied Dropout between two dense layers.

Because of lack of experience , we did not know how many layers will be the best for our project. That is way we started with two dense layers but while making experiments we decided that the neural network with only one dense layer is better in this case.

model.add(keras.layers.**Embedding**(input\_dim=vocabulary\_size,  
output\_dim= 512, input\_length=numberOfInputWords))

model.add(keras.layers.**GlobalAveragePooling1D**())

model.add(keras.layers.**Dense**(512, activation=tf.nn.tanh))

model.add(keras.layers.Dropout(0.3))

model.add(keras.layers.**Dense**(11, activation='softmax'))

* 1. Optimizer

Based on opinions in many articles about deep learning, we chose the Adam optimization algorithm as an optimizer in our project. The Adam is considered as one of the fastest algorithm.

* 1. Activation function

We made a lot of experiments to choose the best activation functions for dense layers. These two layers had different task to do, so we also matched different activation functions. Softmax  is frequently used in classifications – it turns numbers into probabilities. Pushing one result closer to 1 while another closer to 0, it sums outputs to 1 makes great probability analysis. That is way we choose it.

Another activation function was hyperbolic tangent which gave us the best results while testing different options.

1. Results

/\* tutaj te wykresy z repo, trzeba wybrać najsensowniejsze do analizy potem \*/

1. Conclusions