**专家信息抽取**

（一）国内外现状

信息抽取[1]的定义为从自然语言文本中抽取指定类型的指标、关系、事件等事实信息，并形成结构化数据输出的文本处理技术。

抽取专家信息包括专家的评价指标（人物的主要属性、论文发表情况、学术关系、专利情况、研究兴趣关键词）、描述指标（论文的统计数据、论文的被引用情况、论文的影响因子）和关联指标（论文合作关系、研究兴趣相似关系、共同参与课题的关系、同事关系、同学关系、人物与机构的关系）。

目前主流的抽取方法是给定某一类别的指标实例，从网页中抽取同一类别其他指标实例。基本思路在于种子词与目标词在网页中具有相同或者类似的上下文（包括网页结构和上下文）。因此需要首先利用种子词提取模板，随后利用模板提取更多同类指标。处理该问题的主流框架为：

指标抽取主要包括两种方法：一种是基于规则的抽取，一种是统计的抽取。
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基于规则的指标抽取方案[2]依赖于规则模板，需要在人工总结现有的信息规则的基础上制定模板，优点是简单有效，缺点是非常依赖经验，可扩展性差。

基于统计的指标抽取方案都是以某些机器学习技术为核心，比如分类器、条件随机场、频繁模式挖掘和关联分析等。

张巧[3]等提出一种基于弱监督学习的属性抽取技术，在个人主页中，部分人物指标的相邻位置存在一些触发词，用以描述该指标，在bootstrapping方法中，这样的词被称为前导词。可以通过少量的前导词，即种子模式，根据已有信息，持续迭代更新相关指标特征以及模式，以此来发掘更多的模式特征。

贾真[4]等采用了一种基于弱监督学习的属性抽取技术，分类器采用的是最大熵模型。他在传统的n-gram模型上，改进成为n-pattern模型，两者区别在于，n-pattern中的项不一定连续，缓解了部分数据稀疏的问题。

（二）研究意义

从网络上收集给定领域的主要专家相关资料数据，并自动识别专家的各项指标，将整理好的指标以结构化的方式存储。

1. 研究内容

本文采用以条件随机场为核心的机器学习方法，对用网络爬虫爬取下来的特定文本数据，设计出一个高效的自动指标抽取工具。

研究内容主要以下几个部分：

1. 获取源语料并清洗

利用网络爬虫自动获取相关人物的个人简历，相关信息等。对粗糙的语料数据，进行分词并标注词性，并去除无关噪音。

1. 利用条件随机场训练抽取模型

把从非结构化文本中抽取专家人物指标这一问题，当作序列标注任务来求解，即实际上是使模型学习对特定人物指标的触发词和指标属性边界的相关特征。本文将使用条件随机场（CRF，Conditional Random Field Algorithm）技术来训练模型，并自动抽取专家人物指标。

1. 存储抽取的专家人物指标

将抽取好的专家人物指标以结构化的方式存储。本文将利用MySQL数据库来存储结构化的指标数据，利于后续研究时查阅和使用。
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