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**Executive Summary**

This report presents the application of various algorithms and techniques to address real-world problems using customer survey data collected from a telecommunications company. The main objectives of this project were to predict customer tenure length, equipment rental decisions, and monthly spending amounts for both current and prospective customers of the company. The goal of this report was to evaluate and compare the performance of multiple models, and provide recommendations based on the outcomes.

For the quantitative response objective, predictive models including linear regression, ridge regression, lasso regression, partial least squares regression (PLS), regression trees, bagging, random forests, and boosting were all explored. Subset selection methods were used to determine relevant predictor variables, and model evaluations were based on metrics like mean-squared error (MSE). Among the models, the random forest with 15 variables showed the lowest test MSE of 45.71.

The qualitative response objective aimed to predict whether or not customers would decide to rent telecommunications equipment from the company. Logistic regression, linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), k-nearest neighbors (KNN), classification trees, bagging, and random forests were employed. The random forest model with 2 predictors ended up achieving the best results out of all the models considered, with an accuracy of 84.32% in predicting customer equipment rentals.

Finally, a principal components regression (PCR) model was developed to forecast monthly spending amounts for each customer. The model utilized standardized predictors and determined the optimal number of principal components through cross-validation. However, with an average test error of 19.242, further refinement is recommended to enhance the practical utility of this model.

**Data & Approach**

The data that was selected for this project was customer survey data collected by a telecommunications company. It contained 5000 observations and 60 variables. To begin, I selected specific variables that would need to be eliminated for a variety of reasons. These variables either did not contain useful information, were lacking context to understand what they represented, or would interfere with the goals of the project. There were also variables that needed to be removed specifically for each problem that was proposed. For more information on the variable selection process and the reasons for excluding specific variables, please refer to Appendix B.

In addition, many variables were simply encoded with the values of “1” or “0” for “yes” and “no” respectively. These variables were converted to factors so that they would not be viewed as quantitative variables. Information on these variables is also included in Appendix B.

Data was then separated into training and test sets, with 3750 observations (75%) assigned to the training set, and 1250 observations (25%) assigned to the test set. Each model was fitted on the training set, before evaluating its performance on the test set to measure how well it generalizes to new, unseen examples.

My goal on this project was to create as accurate a model as possible to answer three different analytic objectives using this data. The three problems considered were:

* Predict tenure length of a customer or prospective customer using various quantitative response models.
* Predict whether a customer or prospective customer would rent equipment from the company using various qualitative response models.
* Predict the total amount per month that a customer or potential customer would spend with the company using a Principal Components Regression model.

My reasoning for choosing these objectives was that this information would be extremely helpful for both targeted customer acquisition and retention efforts, as each objective could help the company obtain as much revenue as possible. For example, specific customers who are not expected to have long tenures with the company, or are expected to spend more money per month than the average customer could be targeted for loyalty programs to stay with the company for as long as possible.

For the quantitative response objective, the models used were linear regression (utilizing multiple different subset selection methods), ridge regression, lasso regression, partial least squares regression (PLS), regression trees, bagging, random forests, and boosting. Models used for the qualitative response objective were logistic regression, linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), k-nearest neighbors (KNN), classification trees, bagging, and random forests. The final objective was solved by using a principal components regression model (PCR) as noted above.

**Findings & Model Evaluation**

Quantitative Response: Customer Tenure

I sought out to see if there was a way to predict customer tenure based on the available variables in the customer survey data frame. The response variable for this objective is Phone Company Tenure. After removing the predictor variables mentioned in the Data & Approach section, my first step was to perform multiple different subset selection techniques to determine the ideal variables and number of variables to be used in my linear regression models. The subset selection methods used were best subset selection, forward stepwise selection, backward stepwise selection, and in addition, validation-set and cross-validation approaches were also utilized.

I began by plotting the residual sum of squares (RSS), adjusted R2, C­­p, and Bayesian Information Criterion (BIC) metrics that were produced from the best, forward, and backward stepwise selection methods (these plots can be found in Appendix A, Figures 1-3). All three of these methods produced almost identical results, with the RSS metric decreasing, and the adjusted R2­ metric increasing as more variables were included. In addition, the BIC metrics for all three subset selection methods were at their minimum point when 12 variables were included. According to James et al. (2021), the BIC metric is generally the lowest when a model has a low test error, making it the typical choice for utilization. Because of this, I decided to move forward with this model for my linear regression models.

In addition to all methods choosing a 12 variable model, all three methods determined that the same 12 variables should be utilized. These variables were age, education years, marital status, tenure with their credit card, amount spent on voice services and data services last month (both in dollars), whether the customer owned a fax machine, whether they were a news subscriber, and whether the customer was utilizing calling card, multiline, and call forwarding services. In addition, the validation-set approach for subset selection produced identical results, choosing the same 12 variables to be used in linear regression. Additionally, these methods showed that there were 15 variables that did not appear in any of the ideal model sizes up to size 26. Because of this, these variables were removed from the remainder of the quantitative analysis models due to their lack of influence to offset the long amount of time that the computer was taking to process them.

The training set of the 12 selected variables was then fitted to a linear regression model, which was evaluated using the test set. This linear model produced a mean-squared error (MSE) of 71.349. This showed promising results as a potential model to be used to answer the objective.

The cross-validation subset selection method was used as well, with this method determining that all 26 remaining variables should be utilized. A linear regression model was then fitted to these 26 variables, producing a test MSE of 71.678, slightly higher than that of the previous model.

The next model utilized was a ridge-regression model. I used cross-validation to determine the ideal value for λ. 10-fold cross-validation produced a value of 2.062 for this metric, which was then utilized in the model. The ridge-regression model produced a test MSE of 77.471, which was significantly higher than that of the previous two models.

A lasso regression model was then fitted to the data, using the same cross-validation method to determine the ideal value of λ. Cross-validation for the lasso model produced a much smaller value for λ, .016. Just as was done previously, this value was incorporated into the lasso model which produced a test MSE of 71.715. This value was smaller than that of the ridge regression model, but still higher than that of the first two linear models.

Next was a PLS model. This model also utilized cross-validation to determine which value of *M* (the number of principal components used) would provide the lowest test error. This value was determined to be 9, as this correlated to the lowest root mean squared error of all values of *M* (8.649). This *M* value was inputted into the model, which produced a test MSE of 71.65, which was pretty much in line with the test errors that had been reported thus far.

The next set of models used were tree-based, the first being a regression tree. A regression tree was fitted on the training data (Appendix A, Figure 4) before being tested on the test data. This tree showed a test MSE of 89.347, by far the highest of any of the model so far. I then used cross-validation to see if a pruned tree would lead to improved results, however upon plotting the error rate as a function of tree size, it showed that the un-pruned tree correlated with the least amount of cross-validation errors (Appendix A, Figure 5).

The next tree-based models used were random forests. The first one used the bagging method which is a random forest with all 26 predictors used. This resulted in a test MSE of 47.301, a very substantial improvement over all the models used so far. Additional random forests were also produced to try to reduce the test MSE even further. First, a random forest was built using the default settings for the amount of variables used (p/3). This produced a test MSE of 46.532, which showed even more improvement. I then began experimenting with different numbers of variables and found that the lowest test MSE I could obtain was by utilizing 15 variables. This resulted in a test MSE of 45.71, the lowest thus far.

The last method used for this objective was boosting. After experimentation, I found that the lowest MSE obtainable was with 100 trees. This model produced a test MSE of 47.304, still low, but not as low as the random forest with 15 variables, which produced the lowest test MSE at 45.71.

Qualitative Response: Equipment Rental

The next objective to tackle was to predict the Equipment Rental variable (a factor, “1” for “yes” and “0” for “no). I started by once again removing the variables mentioned in the Data & Approach section, as well as the variable for the amount of dollars spent on equipment over a customer’s tenure. This would evidently introduce bias into the model’s predictions seeing as only those who have rented equipment would have a value attributed to this variable. For each model used, predicted probabilities were computed as to whether each test set customer would rent equipment. If the probability of a customer renting equipment was above 50% it was labeled as “yes”, if it was below 50% it was labeled as “no.” These were then compared to the actual value for each test customer to determine the test accuracy of each model.

The first classification model that was fitted to the data was a logistic regression model. Once the model was fitted to the training data, predictions were collected and compared to the test set. The logistic regression model had an 83.44% accuracy rate, a promising result for my first classification model.

The next two models were LDA and QDA models. These models also showed very promising results, with the LDA model producing an accuracy of 83.12%, and the QDA model producing an accuracy of 81.12%. These were both lower than that of the logistic regression model, but still seemed to be working well at predicting equipment rentals.

Next was the KNN model. This model was fitted to the training data as were the previous, and after some experimenting with *K*-values I was able to get the accuracy of this model up to 75.76% by using a value of *K*=15. However, since these results were less than optimal considering the previous models that were attempted, I then standardized the variables so that they were all on the same scale. This would prevent variables with higher amounts from outweighing the others. To my surprise, this revealed less than stellar results, as I was only able to increase the accuracy to 76.72% with a *K*-value of 25.

After the KNN models were fitted, I then fitted a classification tree (Appendix A, Figure 6). This tree resulted in an accuracy of 80.4%. I then used cross-validation to see if a pruned tree would provide better results, but once plotted the cross validation showed that an un-pruned tree had the lowest amount of cross validation errors (Appendix A, Figure 7).

The final step of this objective was to fit the random forest models. The first one fitted was done using the bagging method and produced an accuracy of 81.6% on the test data. Next, a random forest was built using the default settings for the number of variables used (√p). This produced an accuracy of 83%, which gave me optimism that with some tuning I could increase this metric. This ended up becoming reality when, after some experimentation, I was able to find that by using only 2 predictors the accuracy was raised to 84.32%. This would ultimately be the highest accuracy achieved for this objective and is recommended for use in solving this problem.

Principal Components Regression: Amount Spent per Month

The final objective remaining was to try to predict the amount a current or prospective customer would spend on a monthly basis with the company using a PCR model. I started by once again removing the variables mentioned in the Data & Approach section and converting the applicable columns into factors. Since there were three different variables that encompassed how much a customer spent in the last month (separated by voice, equipment, and data charges) I created a new variable to be used as the response variable that consisted of the sum of these three columns. The three separate columns were then were removed so that they would all be encompassed within one variable. I also removed the equipment rental variable, as this would introduce bias, and would already be represented in the total amount spent variable.

In fitting the model, the remaining 38 predictors were standardized to avoid the scale of each predictor influencing the final results. Then, cross-validation was utilized to try to find the value of *M* (the number of principal components used) that would result in the lowest test error rate. Once the cross-validation scores were plotted (Appendix A, Figure 8) and analyzed, it was apparent that the lowest test error occurred when all 38 predictors were used in the model. This *M*-value was inputted into the PCR model, which resulted in an average test error of 19.242. However, since the median amount spent per month through the telecommunications company is only $24.55, it is advised that further work be done to find a more fitting model as the results may not be ideal in practice.

**Validity & Reliability Assessment**

The analysis-driven recommendations that were presented in this report provide a lot of valuable insights into the behavior of those customers that completed the survey. However, the validity and reliability of these recommendations depends on several factors.

The first important factor is the accuracy of the customer survey data. Since this information was filled out by individual customers, there is some concern as to the accuracy of what was reported. Going forward, data collection of future customers will not be as easy. It may be helpful to have customers fill out a survey when signing up with the company to collect some of this information from newer customers.

In addition, these models were trained on a specific dataset, and may perform differently on new, unseen data. The recommendations included in this report should be tested in real-world scenarios in order to properly assess their accuracy and effectiveness. Monitoring their performance and making adjustments based on the results of real-world testing is crucial to confirming and improving the reliability of these models.

In conclusion, the findings and recommendations discussed in this report offer some valuable insights into customer behavior and business decisions. That being said, the validity and reliability of these recommendations rely on many different factors such as those previously mentioned. Continuous evaluation, refinement, and consideration of real-world implications are very important to make sure that the models serve their intended purpose, and that implementation of these models serves its intended purpose.

**Appendix**

Appendix A: Additional Graphs
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Figure A.1: Residual sum of squares (RSS), adjusted R2, C­­p, and Bayesian Information Criterion (BIC) plots for best subset selection.
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Figure A.2: Residual sum of squares (RSS), adjusted R2, C­­p, and Bayesian Information Criterion (BIC) plots for forwards stepwise selection.
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Figure A.3: Residual sum of squares (RSS), adjusted R2, C­­p, and Bayesian Information Criterion (BIC) plots for backwards stepwise selection.
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Figure A.4: Quantitative analysis regression tree.
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Figure A.5: Error rate as a product of tree size for the regression tree.
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Figure A.6: Qualitative analysis classification tree.

![](data:image/png;base64,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)

Figure A.7: Error rate as a product of tree size for the classification tree.

![](data:image/png;base64,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)

Figure A.8: Mean Squared Error of Prediction (MSEP) as a product of the number of components used in PCR model.

Appendix B: Variable Selection

The variables listed below were excluded from the models in this paper due to a variety of reasons.

* Only N/A values present: Telecommute
* Arbitrary information: Customer ID
* Only non-binary numerical values existed with no information to their context: Region, Job Category, Car Ownership, Car Brand, Town Size, Credit Card, Internet
* Variables already represented within other variables:
  + Number of Cats, Number of Dogs, Number of Birds (represented in Number of Pets)
  + Credit Debt, Credit Card Items Monthly, Other Debt (represented in Debt to Income Ratio)
* Would introduce bias in regards to all response variables: Voice Spent Over Tenure, Equipment Spent Over Tenure, Data Spent Over Tenure (all in dollars).

In addition, each objective required specific variables to be excluded.

* Quantitative Response: Customer Tenure
  + 15 variables were excluded due to their negligible impact on results: Retired, Household Income, Number of Pets, Homeowner, Cars Owned, Car Value, Commute Time, Political Party Member, Voting Status, Card Spend per Month, Voicemail, Caller ID, Call Waiting, Three Way Calling, EBilling.
* Qualitative Response: Equipment Rental
  + 1 variable was excluded to prevent the introduction of bias: Equipment Spent Last Month (if a customer did not rent equipment this would be 0)
* Principal Components Regression: Amount Spent per Month
  + 3 variables excluded because they were already represented in the new variable Total Spent Last Month: Voice Spent Last Month, Equipment Spent Last Month, Data Spent Last Month
  + 1 variable excluded to prevent the introduction of bias: Equipment Rental (those who rented equipment had non-zero amounts in this variable which was represented in Total Spent Last Month)

Lastly, the following variables were converted to factors as they contained only binary values correlating to “yes” and “no”: Gender, Union Member, Retired, Loan Default, Marital Status, Home Owner, Political Party Member, Voting Status, Active Lifestyle, Calling Card, Wireless Data, Multiline, VM, Pager, Caller ID, Call Waiting, Call Forward, Three-way Calling, EBilling, Owns PC, Owns Mobile Device, Owns Game System, Owns Fax, News Subscriber.
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