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# Exploratory Analysis using Ensemble Machine Learning Algorithms

[Github Source Code](https://github.com/candrewxs/D622)

### Introduction

The [Tuition Assistance Program (TAP) Recipients & Dollars by Income, Age Group and Program Information: Beginning 2000](https://data.ny.gov/Education/Tuition-Assistance-Program-TAP-Recipients-Dollars-/2t78-bs45) [dataset](https://data.ny.gov/resource/2t78-bs45.csv) contains information on the financial aid provided by New York State to eligible students for attending college and it is New York’s largest student financial aid grant program. Since 2020, the Tuition Assistance Program (TAP) has been providing financial aid grants to eligible residents of New York who are pursuing their post-secondary education within the state. TAP grants are awarded based on the New York State taxable income of the applicant and their family. This dataset contains information on the TAP grant recipients from July 1 through June 30, including the dollar amount of the grant, grouped by various factors such as income and age group. It is New York’s largest student financial aid grant program.

***Prediction using Binary Classification***  
*What is the likelihood of a student to receive an above average tuition assistance based on the dataset variables (features), such as age, financial status, or program of study?*

### Exploring and Preparing the Data

The TAP data set is a comma-separated values (CSV) file containing 130.3 Kb of information. The data set information includes 1000 observations and 16 features. These features are categorized based on their categorical (discrete) form and integer/real number (continuous) form.

The dataset includes several features for the analysis, listed here:  
- *Academic Year*: Academic Year is from July 1 through June 30  
- *Level*: U = Undergraduate G = Graduate

- TAP Level of Study: Student’s Level of Study  
- 2 yr Undergrad = Undergraduate 2 Year Program of Study

- 4 yr Undergrad = Undergraduate 4 Year Program of Study

- 5 yr Undergrad = Approved Undergraduate 5 Year Program of Study

- STAP = Supplemental Tuition Assistance Program (authorized additional aid for remedial courses)

- Grad = Graduate Level Program of Study

- *Sector Type*: Type of Institution is either Public or Private  
- *TAP Sector Group*: Sector Group of Institution:

1-CUNY SR = CUNY Senior Colleges

2-CUNY CC = CUNY Community Colleges

3-SUNY SO = SUNY State Operated

4-SUNY CC = SUNY Community Colleges

5-INDEPENDENT = Independent Colleges

6-BUS. DEGREE = Business Degree Granting Institutions

7-BUS. NON-DEG = Non-Degree Business Schools

8-OTHER = All Other Institutions  
9-CHAPTER XXII = Chapter XXII TAP Schools

- *Recipient Age Group*: Age of student as of July 1 start of academic year

- *Tap Financial Status*: Financial Status is either Financial\_Dependent or Financial\_Independent Character

- *Tap Award Schedule*: There are 3 awards schedules:  
Dependent Schedule,  Independent Schedule,  or Married No Dependents Schedule  
- *Tap Degree or NonDegree*:

Degree = Program of study is classified as degree granting

Non Degree = Program of study is classified as non degree  
- *Tap Schedule Letter*: Refer to Tuition Assistance Program award schedule documentation. The link is provided in the Additional Resources section after selecting the About tab.  
- *Income by $1,000 Range*: When performing data analysis, one of three income ranges can be selected. The $1,000 income range is the lowest level of granularity that is available in this dataset. Recipient New York State Net Taxable Income by Category  
- *Income by $5,000 Range*: When performing data analysis, one of three income ranges can be selected. The $5,000 income range is the middle level of granularity that is available in this dataset. Recipient New York State Net Taxable Income by Category  
- *Income by $10,000 Range*: When performing data analysis, one of three income ranges can be selected. The $10,000 income range is the highest level of granularity that is available in this dataset. Recipient New York State Net Taxable Income by Category  
- *Tap Recipient Headcount*: Number of recipients as measured by students receiving at least one term award during the academic year.  
- *Tap Recipient FTEs*: Number of recipients as measured by academic year Full-Time Equivalents: Full Time Equivalent is a unit that indicates the enrollment of a student in credit-bearing courses in a way that makes it comparable across contexts. An FTE of 1.0 means that the person is equivalent to 1 full-time student, while an FTE of 0.5 signals that a student is enrolled half-time.  
- *Tap Recipient Dollars:* Total TAP award dollars provided on behalf of TAP recipients attending an Institution.

This analysis will investigate the probability of a student obtaining tuition assistance that exceeds the average amount. The dataset that will be used for the analysis is imbalanced, containing only a small number of positive cases (high award) compared to negative ones (average/low award). Specifically, there are a total of **330** (33%) high award cases and **670** (67%) average/low award cases. I will utilize an ensemble of machine-learning methods to address this issue.

### Preparation

The dataset was prepared and manipulated to resolve issues such as:  
- Changing:

* character variables to factor variables
* integer variables to numeric variables
* numeric variables that are known to be factor variables.
* variables name to a shorter description

- Outliers – the entire data was kept, and log transformation was applied to modify the data structure to meet the requirements of the machine learning approach.  
- Feature extraction – removed features that have no impact on the machine learning approach.

**DESCRIPTIVE STATISTICS**

The summary statistics indicates two different formats: one format for categorical features and the other for continuous features. The summary statistics for the categorical features, such as *sector\_type*, show the feature values along with the frequency for each value. The second format applies to continuous features, showing the mean, median, minimum, maximum, and the first and third quartile values.

The *summary()* function list the number of missing values (NAs) for the features and NAs are non-existent in the data set.

### Visualizing the Data

**Relationship between two categorical variables**

The contingency table using the table() function shows the number of cases in each *sector\_type* subgroup compared to *level\_of\_study*:

|  |  |  |
| --- | --- | --- |
|  | PRIVATE | PUBLIC |
| 2 yr Undergrad | 192 | 258 |
| 4 yr Undergrad | 196 | 289 |
| 5 yr Undergrad | 21 | 43 |
| STAP | 0 | 1 |

*Visualizing the contingency table:*
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The contingency table shows the *Public* sector type have more TAP recipients than the *Private* sector type among the various *Level of Study*.

*Relationship between numeric variables*

The correlation between the numeric variables show several pairs of variable are positively linked in response to a each other. Also, the relationship between the pairs of variables shows *outlier* in the data and probable bias.
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In the boxplot, we see the distribution of values between *tap recipients* and *sector group*. The outliers are represented by red circles that extend beyond either whisker.
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### BUILDING THE CLASSIFICATION ENSEMBLE MODELS

An ensemble machine learning algorithm is a technique that combines multiple individual models to make predictions or decisions. Instead of relying on a single model, an ensemble leverages the collective knowledge of multiple models to improve overall performance and accuracy. The idea behind ensemble models is that by combining the predictions of diverse models, the weaknesses of individual models can be mitigated, and the strengths can be amplified.

This analysis will apply the ensemble machine learning algorithms: *(1) Random Forest, (2) Bagged Trees, (3)eXtreme Gradient Boosting “XGBoost” (4) C5.0, (5) Stacking (includes: CART “rpart”, k-Nearest Neighbors “knn”, svmRadial, Generalized Linear Model “glm”, and Naïve Bayes “naïve\_bayes”).*

#### Random Forest (p. 355)

Random Forest is an ensemble learning approach that combines multiple decision trees. It works by creating bootstrap samples from the training data and constructing decision trees on these samples. Each tree considers a random subset of features at each node. During prediction, the trees’ outputs are aggregated through voting or averaging. Random Forest reduces overfitting, improves generalization, and provides feature importance measures. It is known for its accuracy, robustness, and versatility in handling classification and regression tasks.

#### Bagging

Bagging, or bootstrap aggregating, is an ensemble learning technique that combines multiple models to make predictions. It works by creating subsets of the training data through bootstrapping and training individual models on these subsets. During prediction, the models’ outputs are combined to obtain the final prediction. Bagging reduces variance, improves performance, and helps with overfitting by capturing different aspects of the data. It is a powerful technique that increases accuracy and stability in machine learning algorithms.

#### Boosting (XGBoost)

Extreme Gradient Boosting (XGBoost) is an ensemble learning approach that combines multiple decision trees using gradient boosting. It starts with an initial model and calculates gradients and residuals to build new trees capturing the errors. The model is updated iteratively by combining the predictions from the new trees with a learning rate. XGBoost applies regularization techniques to prevent overfitting and produces a final prediction by combining the predictions from all the trees. It is known for its speed, performance, and ability to handle complex relationships in the data.

#### C5.0

C5.0 is an ensemble learning approach that combines decision trees to create a powerful predictive model. It starts by splitting the data based on attribute values to create pure subsets. Decision trees are constructed using information gain, and pruning is applied to reduce overfitting. Multiple decision trees are generated using different subsets of data or attributes, and their predictions are combined through voting. C5.0 improves accuracy, handles complex relationships, and is widely used for its interpretability and feature selection capabilities.

#### Stacking

Stacking is an ensemble learning approach that combines the predictions of multiple models using a meta-model. It involves training diverse base models and using their predictions as input features for training a meta-model. The meta-model learns to combine and weigh the predictions of the base models to make the final prediction. Stacking leverages the strengths of different models and captures complex patterns in the data. It can outperform individual models and requires careful model selection, dataset partitioning, and meta-model tuning.

*Using only caret models: CART(rpart), k-Nearest Neighbors(knn), svmRadial, Generalized Linear Model(glm), Naive Bayes(naive\_bayes).*

After training our base models, the subsequent step involves training the meta-model, which acts as the combination function. However, before proceeding, it is essential to analyze the performance of our base models against the training data. To achieve this, we utilize the “resamples()” function to gather results from each model and then employ the “summary()” function to obtain summary statistics of these results.

Call:  
summary.resamples(object = ans)  
  
Models: rpart, knn, svmRadial, glm, naive\_bayes   
Number of resamples: 10   
  
Accuracy   
 Min. 1st Qu. Median Mean 3rd Qu. Max. NA's  
rpart 0.8989899 0.9257906 0.9294706 0.9324451 0.9396224 0.9648241 0  
knn 0.9242424 0.9346734 0.9419192 0.9405182 0.9444444 0.9597990 0  
svmRadial 0.9343434 0.9810606 0.9848866 0.9788158 0.9849246 0.9949495 0  
glm 0.9040404 0.9457071 0.9546597 0.9495685 0.9623116 0.9798995 0  
naive\_bayes 0.5707071 0.5845960 0.5979899 0.6028095 0.6243719 0.6363636 0  
  
Kappa   
 Min. 1st Qu. Median Mean 3rd Qu. Max. NA's  
rpart 0.7979798 0.8516068 0.8589465 0.8648959 0.8792424 0.9296642 0  
knn 0.8484848 0.8693500 0.8838384 0.8810392 0.8888889 0.9196041 0  
svmRadial 0.8686869 0.9621212 0.9697720 0.9576315 0.9698500 0.9898990 0  
glm 0.8080808 0.8914141 0.9093068 0.8991378 0.9246349 0.9598020 0  
naive\_bayes 0.1414141 0.1691919 0.1960313 0.2056677 0.2477757 0.2727273 0

Visualize the results: ![](data:image/png;base64,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)

The analysis of the results indicates that the four models exhibit similar average performance, with the svmRadial model,svm(Radial), achieving the highest performance among the five.

We are prepared to construct the ultimate component of our stacking ensemble, known as the meta-model. To accomplish this, we employ the random forest ensemble method as our chosen machine learning algorithm. The *caretEnsemble* package offers us a convenient function called *caretStack()*, enabling us to combine multiple predictive models through the stacking technique.

### Results and Discussion

This section presents the results of experiments conducted to study the performance of various decision tree ensembles.As the data is imbalanced, classification accuracy is not an appropriate performance measure to compare different classifiers. F-measure, precision, recall, accuracy, and kappa are employed to compare the performances of different classification ensemble models.

Precision Recall F1 Accuracy Kappa  
Random Forest 0.8823529 0.9146341 0.8982036 0.9317269 0.8468690  
Bagging 0.8823529 0.9146341 0.8982036 0.9317269 0.8468690  
XGBoost 0.8941176 0.9268293 0.9101796 0.9397590 0.8648844  
**C5.0 0.9743590 0.9268293 0.9500000 0.9678715 0.9263531**  
GLM-Stack 0.9285714 0.9512195 0.9397590 0.9598394 0.9096451

**Model Evaluation:** C5.0 performed the best among the other ensemble models. The C5.0 performance using cross-validation helped to assess the accuracy and generalization ability of the model. Thefore, the ensemble approach in *C5.0* improved the model’s accuracy, robustness, and ability to handle complex relationships in the data. It reduced the risk of overfitting and provided a more reliable prediction by combining the outputs of multiple ensemble learning approach as shown in the above table.

C5.0 is widely used for its effectiveness, interpretability, and feature selection capabilities. It has been applied to various domains and is considered one of the prominent algorithms in the field of machine learning.

**In Conclusion:**

A student inquiry on the likelihood of receiving an above average tuition assistance based variables (features), such as age, financial status, or program of study will have a **97% precision** with the C5.0 decision tree ensemble algorithm. Although some institutions may utilize machine learning algorithms such as C5.0 or other decision tree-based approaches, their calculations typically involve complex considerations beyond just algorithmic models.
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## Appendix: All code for this report

knitr::opts\_chunk$set(echo = FALSE, comment = NA, warning = FALSE, message = FALSE)  
suppressPackageStartupMessages({  
 #data import, tidying, manipulation, visualization, and programming  
 library("tidyverse")   
 library("flextable") #pretty table  
 library("mlbench") #frequency table  
 library("caTools") #data partitioning  
 library("DMwR") #balance dataset  
 #R for Statistical Learning  
 library("rpart")  
 library("rpart.plot")  
 library("randomForest")  
 library("gbm")  
 library("caret") #data partitioning  
 library("MASS")  
 library("ISLR")  
 library("xgboost")  
 library("caretEnsemble")  
 library("cowplot") #arrange multiple plots  
 library("ROSE")  
})  
# load the dataset and renamed it tap  
tap <- read.csv("https://data.ny.gov/resource/2t78-bs45.csv")  
format(object.size(tap), units = "auto")  
glimpse(tap)  
# convert all character columns to factor  
# convert academic\_year variable to factor (qualitative measure)  
tap <- tap %>%  
 mutate\_if(is.character, as.factor) %>%  
 mutate\_if(is.integer, as.numeric) %>%  
 mutate(academic\_year = as.factor(academic\_year))  
# view statistical summary of the updated data frame  
summary(tap)  
#find total NA values in data frame  
sum(is.na(tap))  
# Descriptive Analysis - Contingency Table  
knitr::kable(table(tap$tap\_level\_of\_study, tap$sector\_type))  
# Mosaic Plot  
# allow to visualize a contingency table of two qualitative variables  
mosaicplot(~ sector\_type + tap\_level\_of\_study, data = tap, color = 2:4, las = 1,   
 ylab = "Level of Study",  
 xlab = "Sector Type")   
# remove categorical variable  
  
tap.num <- tap %>% dplyr::select(tap\_recipient\_headcount, tap\_recipient\_ftes, tap\_recipient\_dollars)  
  
# display 5 first obs. of new dataset  
head(tap.num, 5)  
  
#multiple scatterplots  
sector <- tap[, 4]  
l <- length(unique(sector))  
#pairs(tap.num, pch = 19, col = 10, main = "Pairwise Correlation Plot")  
pairs(tap.num, pch = 22, bg = hcl.colors(l, "Temps")[sector],  
 col = hcl.colors(l, "Temps")[sector])  
#boxplot  
tap %>%  
 ggplot() +   
 geom\_boxplot(mapping = aes(x = tap\_sector\_group, y = log10(tap\_recipient\_headcount)), fill = "#56B4E9",  
 outlier.colour = "tomato2") +   
 labs(title = "Boxplot of Tap Recipicents by Sector Group") +  
 coord\_flip()  
#Distribution - show the statistical distribution of the values of a feature. It shows the spread and skewness of data for a particular feature.  
tap %>%  
 ggplot() +   
 geom\_histogram(mapping = aes(x = log10(tap\_recipient\_headcount)), bins = 30, fill = "yellow", color = "black") +   
 labs(title = "Histogram of Tap Recipicents")  
#Composition - shows the component makeup of the data (stacked and pie charts)  
tap %>%  
 ggplot() +   
 geom\_bar(mapping = aes(x = income\_by\_10\_000\_range, fill = tap\_level\_of\_study), color = "black") +   
 labs(title = "Stacked bar chart on level of study by Income Range", x = "Num. of Tap Recipients", y = "Tap Fees") +  
 coord\_flip()  
#create new object  
#remove variables that has no value  
tap2 <- tap %>% dplyr::select(-c(academic\_year, level, tap\_degree\_or\_nondegree))  
  
names(tap2)[8] <- "income\_1k"  
names(tap2)[9] <- "income\_5k"  
names(tap2)[10] <- "income\_10k"  
  
#For skewed distributions and data with values that range over several orders of magnitude, the log transformation is usually more suitable  
#Applying log transformation on the continuous features/numeric values  
  
tap2 <- tap2 %>%  
 #select(tap\_recipient\_headcount, tap\_recipient\_ftes, tap\_recipient\_dollars) %>%  
 mutate(tap\_recipient\_headcount = log10(tap\_recipient\_headcount)) %>%  
 mutate(tap\_recipient\_ftes = log10(tap\_recipient\_ftes)) %>%  
 mutate(tap\_recipient\_dollars = log10(tap\_recipient\_dollars))  
  
tap2 %>%  
 keep(is.numeric) %>%  
 summary()  
p2 <- ggplot(tap2, aes(tap\_recipient\_dollars)) +   
 geom\_histogram(bins = 15, fill = "yellow", color = "black") +   
 geom\_vline(xintercept = mean(tap2$tap\_recipient\_dollars), col = "red", lwd = 3) +  
 labs(title = "Histogram of Tap Recipicent Dollars")   
  
p2 +   
 annotate("text", # Add text for mean  
 x = mean(tap2$tap\_recipient\_dollars) \* 1.3,  
 y = mean(tap2$tap\_recipient\_dollars) \* 40,  
 label = paste("Mean =", round(mean(tap2$tap\_recipient\_dollars), 2)),  
 col = "red",  
 size = 6)  
#Modify variable, tap\_recipient\_dollars, from numeric to categorical  
tap2$tap\_recipient\_dollars <- as.factor(ifelse(tap2$tap\_recipient\_dollars <= "4", "Low", "High"))  
summary(tap2)  
#split dataset into training and test sets  
set.seed(1234)  
sample\_set2 <- createDataPartition(y = tap2$tap\_recipient\_dollars, p = 0.75, list = FALSE)  
dollars\_train <- tap2[sample\_set2,]  
dollars\_test <- tap2[-sample\_set2, ]  
round(prop.table(table(dplyr::select(dollars\_train, tap\_recipient\_dollars), exclude = NULL)), 4) \* 100  
#balance the training data  
set.seed(1234)  
dollars\_train <- SMOTE(tap\_recipient\_dollars ~ ., data.frame(dollars\_train),  
 perc.over = 100, perc.under = 200)  
round(prop.table(table(dplyr::select(dollars\_train, tap\_recipient\_dollars), exclude = NULL)), 4) \* 100  
#Implementation of random forest using caret  
set.seed(9)  
control = trainControl(method="repeatedcv", number=5, repeats=2, savePredictions=TRUE, classProbs=TRUE)  
rf = train(tap\_recipient\_dollars~., data = dollars\_train, method = 'rf', metric = 'Accuracy', trControl = control)  
rf  
set.seed(1239)  
rf\_mod <- train(tap\_recipient\_dollars ~., data = dollars\_train, metric = "Accuracy",   
 method = "rf", trControl = trainControl(method = "repeatedcv"),  
 tuneGrid = expand.grid(.mtry = 66))  
rf\_mod  
rf\_pred <- predict(rf\_mod, dollars\_test)  
(rf\_cm <- confusionMatrix(rf\_pred, dollars\_test$tap\_recipient\_dollars, positive = "High"))  
set.seed(9)  
bg <- train(tap\_recipient\_dollars ~., data = dollars\_train, method = "treebag", metric = "Accuracy", trControl = control)  
bg  
#evaluate how well Bagged performs  
bg\_pred <- predict(bg, dollars\_test)  
(bg\_cm <- confusionMatrix(bg\_pred, dollars\_test$tap\_recipient\_dollars, positive = "High"))  
#XGBoost algorithm("xgboost")  
  
set.seed(9)  
xgb\_mod<- train(tap\_recipient\_dollars ~., data = dollars\_train, method = "xgbTree",  
 metric = "Accuracy", trControl = control, tuneGrid = expand.grid(  
 nrounds = 100, max\_depth = 6, eta = 0.3, gamma = 0.01,   
 colsample\_bytree = 1, min\_child\_weight = 1, subsample = 1  
 ))  
xgb\_mod  
#evaluate how well xgboost performs  
xgb\_pred <- predict(xgb\_mod, dollars\_test)  
(xgb\_cm <- confusionMatrix(xgb\_pred, dollars\_test$tap\_recipient\_dollars, positive = "High"))  
varImp(xgb\_mod)  
#Implementation of AdaBoost and Boosted classification trees using caret  
set.seed(9)  
C5 = train(tap\_recipient\_dollars~., data = dollars\_train, method = 'C5.0', trControl = control)  
C5  
  
C5\_pred <- predict(C5, newdata = dollars\_test)  
(C5\_cm <- confusionMatrix(C5\_pred, dollars\_test$tap\_recipient\_dollars, positive = "High"))  
#caretEnsemble() library - ensemble methods  
#Let's build models rpart, knn, svm(radial), glm & naive\_bayes  
set.seed(9)  
algorithms = c('rpart', 'knn', 'svmRadial', 'glm', 'naive\_bayes')  
set.seed(7)  
models = caretList(tap\_recipient\_dollars~., data = dollars\_train, trControl=control, methodList=algorithms)  
summary(models)  
  
ans = resamples(models) #resamples helps to tabularize the results  
summary(ans)  
  
dotplot(ans)  
#Check correlations between models to ensure the results are uncorrelated and can be ensemble  
modelCor(ans)  
  
# library ("ROSE")  
# stack using Logistics Regression  
set.seed(9)  
stack.glm = caretStack(models, method="glm", metric="Accuracy", trControl=control) #logistic  
print(stack.glm)  
#evaluate how well xgboost performs  
stackglm\_pred <- predict(stack.glm, dollars\_test)  
(stglm\_cm <- confusionMatrix(stackglm\_pred, dollars\_test$tap\_recipient\_dollars, positive = "High"))  
names(bg\_cm$byClass)  
names(bg\_cm$overall)  
rf\_acc <- c(rf\_cm$byClass[5:7], rf\_cm$overall[1:2]) #random forest  
bg\_acc <- c(bg\_cm$byClass[5:7], bg\_cm$overall[1:2]) #bagging  
xgb\_acc <- c(xgb\_cm$byClass[5:7], xgb\_cm$overall[1:2]) #XGBoost  
C5\_acc <- c(C5\_cm$byClass[5:7], C5\_cm$overall[1:2]) #C5.0  
stglm\_acc <- c(stglm\_cm$byClass[5:7], stglm\_cm$overall[1:2]) #glm stacked  
  
tab\_model <- rbind(rf\_acc, bg\_acc, xgb\_acc, C5\_acc, stglm\_acc)  
  
tab.model <- data.frame(tab\_model)  
rownames(tab.model) <- c("Random Forest", "Bagging", "XGBoost", "C5.0", "GLM-Stack")  
tab.model  
#flextable(tab.model) %>% align(align = "center", part = "all") %>% autofit()