### 国内外关于本选题的研究现状、水平和发展趋势：

日志是分布式计算系统开发和维护的重要依据，随着现代化分布式系统规模的不断扩大和执行任务的复杂化，系统在运行过程中会产生海量的日志，发生许多难以定位和预测的故障问题。传统人工分析日志已经变得不切实际。基于日志的自动化异常检测模型，已经成为开发运维人员分析定位故障问题的重要工具，如基于聚类f方法的日志异常检测系统LogCluster[1]已经由微软实现并在部署在了大规模的服务中。

在进行日志分析前通常要将日志解析为结构化数据，并进行特征提取和分类等操作。为了实现日志的自动解析，目前提出的方法包括：基于词频对日志进行聚类(LogCluster)[1]；使用最长公共子序列找到公共模板进行分类(spell)[2]；使用前缀树对日志进行聚类(drain)[3]。但这些解析仍然要求用户对日志文本具备较全面的了解，比如drain需要人工提前设置日志中变量的正则表达式，才能识别出变量。

目前的研究主要通过识别异常的日志模式来检测异常，包括利用日志序列的IDF等频率特征进行聚类识别异常[1]；基于自动机、流程图模型识别工作流的执行异常[4][6]；通过学习日志的共现模式发现不常见的异常模式。随着深度学习技术的发展，更多研究开始将自然语言处理中的许多方法引入日志的异常检测，比如deeplog论文使用lstm的方法[5]，将序列中出现概率较低的日志判定为异常。

对日志中异常模式检测的研究将会朝着对不同软件系统日志的无差别处理，自动化程度不断提高的方向发展，并且会加强对日志语义信息的提取，从而提高在日志格式改变时模型的鲁棒性。

选题研究的目的和意义：

日志是一种介于自然语言和结构化语言之间的数据形式。日志条目打印的顺序、间隔时间等信息，可以反映任务执行状态和系统负载情况。日志异常检测的模型通常由以下三部分组成：（1）日志解析（2）离线的模型训练（3）对实时产生日志进行异常检测。

关于日志的异常检测目前的研究主要存在以下的问题：

1）在日志解析步骤，需要人工基于日志打印格式，设计日志模板和特征提取的规则，对日志进行分类，要求设计者对特定应用框架有深入了解。

2）同时日志格式会随着软件的迭代更新而发生变化，使得原本基于日志格式设计的异常检测算法效果会变差。

3）日志由并发的线程任务同时产生，乱序打印的日志加大了异常检测和定位的难度。以往的研究主要是通过taskId、blockId等标识符从乱序的日志中识别出独立的工作流[6][7]，在缺少有效标识符的日志系统中，提取出单一任务打印出的日志成为了一个难题。

为了解决以上的问题，本项目从自然语言处理得到启发，计划实现一种鲁棒的基于深度学习的计算框架日志异常检测工具。该工具可以从并发任务乱序打印的日志中，提取出独立的工作流日志序列，最终模型同时具备识别可能出现的程序执行异常和系统性能异常，最终以插件的形式为日志管理系统提供异常检测服务。

本项目研究的日志异常主要包括以下两种类型 1. 序列异常：性能扰动或局部异常[8]，可能对任务的正常执行造成干扰，具体表现为日志条目的打印顺序出错，这类异常通常不会直接导致任务失败，不会显式地在日志中告警，但具有一定几率引发任务执行故障。 2. 时延异常：系统负载过高、资源消耗过多等性能异常，影响任务的正常执行，具体表现为日志打印时延变长，可以反映系统性能状况的变化。

为了充分利用日志具有的自然语言与结构化数据的特征，本项目结合了 1）传统机器学习领域的决策树和聚类等算法 2）深度学习的自然语言处理领域的语义提取的预训练模型和循环神经网络。试图从乱序生成的日志中提取单一任务的日志，并学习日志序列分别在两种异常发生时的变化规律。最终实现对以上两种异常的有效识别，对系统故障提前发出告警。

选题研究的计划进度及可行性论述：

1. 日志解析部分：本研究主要针对当前方法存在的两个问题进行改进

（1）以往日志解析需要人工根据日志结构，定义变量的正则表达式进行解析，比如ip、block\_id其它执行任务变化的变量。存在的问题包括：需要对日志中变量类型有先验知识；当日志结构或变量格式改变后，方法可能失效

（2）基于最长公共子序列方法训练的解析器，对日志模板和变量部分的提取精度较高，但时间复杂度高且具有难以动态扩展的缺点；而基于前缀树的解析器能够提取变量部分的精度较低，且反映的日志信息也比较少。

本论文对drain进行改进，drain是使用前缀树的方法来解析日志[3]，树的节点会由一个token(单词)标记，前缀树会将日志当前位置的token匹配到对应的节点上，并继续搜索；若无匹配的节点或当前token是变量，则匹配到“\*”节点("\*"表示匹配任意token)。

经观察，drain构建的前缀树如果有遗漏的变量未事先定义，那么大量的解析步骤token都会匹配到"\*"表示的节点，分类效果会非常差；同时原本不同的变量类型，可能共用一个节点，这样的话难以区分不同类型的变量。

本篇论文通过根据一定策略合并相似子树的方法，可以自动识别日志条目中的变量部分。由于同类日志的模板相同，由于变量不同而生成的节点下的子树仍然相同，定期合并相似子树，不仅可以识别出日志模板中的变量部分，也可以提高树的分类效果。

2. 日志聚类和编码部分：存在两种聚类的方式：（1）根据日志的格式结构特征进行聚类，即直接使用步骤1中前缀树中搜索得到的叶节点标签作为分类结果；（2）根据日志的语义特征进行聚类，使用自然语言处理领域的语义提取预训练模型bert，对日志进行编码，并对编码结果进行聚类。

本篇论文将使用基于语义进行分类的方法，引入日志的实际语义信息，提高后面检测的准确性和可解释性，同时提高模型的鲁棒性，在应用迭代更新导致日志格式发生变化时，模型仍然有效。

由于bert编码执行的迭代计算有巨大的时间开销，本论文通过建立从日志类别到bert编码的映射缓存，提高模型实时计算效率。当产生一条新日志时，前缀树可以迅速解析日志条目，得到对应的类别，再通过类别到bert语义编码的映射，可以得到相应的语义编码信息，可以避免通过bert神经网络运算的巨大开销。

3. 并发任务日志分离和异常检测部分：

目前许多系统日志都是由并发执行的任务异步打印的，即一段日志中包括了多个任务交叉打印的日志，无法直接从日志中提取出单一任务的执行路径。

过往的办法主要是通过相同的标识符将单一任务的执行日志关联起来，比如根据taskid、线程id、block\_id等，但对于缺乏这些标识符的日志段，则无法判断日志条目属于哪个任务。

本论文计划采用lstm网络和密度聚类的方法。主要是基于以下规律，属于同一任务的执行日志，出现在同一段日志中概率更大；对不同任务打印的日志，出现在同一段日志中概率要小得多，存在很大随机性。

借鉴自然语言处理中利用lstm模型进行单词预测的思想，将bert编码后的日志序列作为输入，通过预测下一条日志分布的概率，可以挖掘出日志中潜在的规律。最终以模型输出的概率作为依据，筛选出属于当前任务的执行日志。同时，该模型已经学习了常见的日志模式，因此当输入的日志出现异常时，该模型也可以检测出来。

毕业论文（设计）撰写提纲：

论文题目：基于计算框架日志的异常检测模型

一、引言

1. 介绍日志在软件开发和维护中的重要作用

2. 设计日志异常检测系统的目的和作用

- 实时生成海量日志，人工处理变得不切实际

- 借助日益发展的深度学习技术，实现对日志更全面地分析，提高异常识别准确率

- 无须人工介入，实时监测任务执行状态，实现系统的自我诊断，为故障自愈提供支持

3. 日志异常检测技术的研究和应用现状

二、相关研究和可提升部分

1. 相关研究介绍

- 建立自动机、流程图[4][6]等模型模拟任务执行过程，识别异常日志序列

- 借助密度聚类、层次聚类[10][11]等传统机器学习方法，发现异常日志段

- 结合深度学习[5][9]和自然语言处理[6]等较前沿技术，预测日志异常概率

2. 可提升部分

- 日志解析步骤的自动化和自适应程度不够高，需要模型中减少人工设计日志模板变量提取规则的工作

- 日志格式发生变化，导致模型失效，需要基于日志的语义信息进行异常检测的鲁棒模型。

三、日志异常检测模型设计

1. 日志解析器

2. 日志类别到bert语义编码映射缓存

3. LSTM序列异常检测模型

4. 实现及部署

四、结论

1. 模型的主要创新点

- 动态维护日志解析前缀树

- 语义聚类

2. 对研究结果作出初步评价

- 在真实软件应用中的效果表现

- 存在的问题和进一步工作的设想
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