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**Abstract.** Prime numbers play a pivotal role in current encryption algorithms and given the rise of cloud computing, the need for larger primes never been so high. This increase in available computation power can be used to either try to break the encryption or to strength it by finding larger primes. With this in mind, this paper provides an analysis of different sieves implementations that can be used to generate primes up to 2^64. It starts by analyzing cache friendly sequential sieves with wheel factorization, then expands to multicore architectures and ends with a cache friendly segmented hybrid implementation of a distributed prime sieve, designed to efficiently use all the available computation resources of heterogeneous computer clusters with variable workload and to scale very well to any cluster size.
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1. Introduction

Prime numbers have been a topic of wide research given their important role in securing online transactions using asymmetric public key algorithms such as RSA [2]. In this context prime numbers are used to create the public key that is used by the sender to encrypt the message contents. The reason to use a product of two prime numbers to create the public key is because in the current computer architecture, it is computation infeasible to factor large prime numbers, and thus find the original primes used to create the public key, and used then to decrypt the message (with the progress made in quantum computers, this may not hold for very long). Besides encryption, prime numbers can also be used in hash functions to reduce the risk of collision and in pseudorandom number generators.

Although nowadays is more common to use primality test algorithms [3] to find large primes, sieves have been a known method to generate primes up to a given number. One of the most efficient prime number sieve was discovered by Eratosthenes [4] in the ancient Greece and can generate prime numbers up to a given number n with O(n log log n) operations. Other prime sieves were discovered since then, such as the sieve of Atkin [5] or the sieve of Sundaram [6], but a modified sieve of Eratosthenes is still considered to be the most efficient algorithm to use in the current computer architecture, and thus it was the one chosen to be used. This algorithm was implemented with 20 different variations, ranging from sequential form, passing to parallel on multicore architectures and ending in distributed computer clusters. Each of these 3 main implementations have several algorithm variations, to determine which strategy was more suitable for each usage. As such, it was developed algorithms variations that focused on using the minimum amount of memory, others focused on computing time, and others made a tradeoff between the two. Finally it was implemented segmented versions of both parallel and distributed algorithms to allow the computation of primes to the maximum number represented by the current computer architecture (2^64). Special attention was devoted to the implementation of the distributed algorithm version since is the one more suitable to be used to calculate primes up to 2^64 in reasonable time, because it was designed to scale very well to large clusters and was implemented to perform dynamic allocation of segments to nodes in order to efficiently use all the computation capacity of clusters with heterogeneous hardware and with variable workload.

On the next sections it will be presented each algorithm variation and their possible application, and it will be discussed the implementation results along with the speedup, efficiency and scalability analysis of the 3 main algorithms implementations.

1. Related work

In the course of the implementation of the several algorithm variations, it was performed a state of the art search to identify possible design improvements and to determined which implementation should be optimized in order to contributed to the already existing implementations publicly available.

From all the publicly implementations analyzed, special interest was devoted to the Prime Sieve [7] developed by Kim Walisch, since it is considered to be the fastest multicore implementation publicly available at the present date.

Other papers that influenced the strategies developed included [8] that details a very efficient use of the cache memory system for very large prime numbers, [9] [10] that explains how to use wheel factorization to considerably speed up the sieving process and [11] [12] that provide insights on how to implement the simple MPI version.

From this search it was determined that at the present date, a distributed implementation optimized for heterogeneous clusters could be of public interest and as such, was the implementation that was devoted most of work in development.

* 1. Sieve of Eratosthenes

The sieve of Eratosthenes was discovered in ancient Greece by Eratosthenes around the 3rd century B.C., and describes a method for calculating primes up to a given number n in O(n log log n) operations.

The algorithm can be described with the following pseudo code [4]:

2.1.1 Sieve of Eratosthenes algorithm

Input: an integer n > 1

Let P be an array of Boolean values, indexed by integers 2 to n, initially all set to true.

for i = 2, 3, 4, ..., not exceeding √n:

if P[i] is true:

for j = 2i, 3i, 4i, ..., not exceeding n :

P[j] = false

Now all i such that P[i] is true are prime numbers

* 1. Wheel factorization

Wheel factorization [13] is a known optimization used to cross off multiples of several sieving primes. It can be used to considerable speed up the sieving process if used efficiently.

A modulo 210 wheel which has sieving primes 2, 3, 5, 7, can cross off as much as 77% of composites. Larger wheels may not have a reasonable improvement in % of composites crossed off, given the size of the table required [14].

The creation of the wheel sieve table can be described as follows:

2.2.1 Wheel factorization pseudo code for table creation

Input: a P list of known prime numbers

Let m be the product of the known prime numbers in the P list

Let C be an array of Boolean values with numbers in [1, m], initially all set to false.

foreach i in P

for j = 2i, 3i, 4i, … not exceeding m

C[j] = true

Now for all x numbers such as k=(x mod m) in [1, m], if C[k] is false, then x is a probable prime number, and needs to be checked by other means to confirm if it is a prime number or not. If C[k] is true, then x is a composite number of one of the primes in list P

1. Implementation

In the following sections it will be presented the main concepts behind each prime sieve algorithm implemented. The order used was to denote the development of each variation in relation to the previous ones and to facilitate the identification of the optimizations that were introduced in each development iteration.

In the simple algorithms it will be provided pseudo code to facilitate the explanation of the algorithm but for the more optimized versions, given the length of the algorithms it will only be explain the main concepts. As such, it is recommended to view the C++ implementation source code available in the git repository in [1].

* 1. Sequential prime sieve using trial division

This is the simplest algorithm of a prime number sieve and serves only to demonstrate that a naïve implementation, although correct, can be very inefficient.

The main idea is to cross off all odd j numbers that are composite of a previous prime number i. This can be achieved by checking if a j number is multiple of a previous i number by using the modulus operator. If the remainder of the integer division between j and i is 0, then j is multiple of i and is marked as composite.

One optimization applied that improves upon the original Eratosthenes algorithm is that the sieving can start at i2­ instead of 2i in order to avoid marking a composite number multiple times. For example 21 is multiple of 3 and 7, so there is no need to mark it as composite when sieving with prime 7 because it was already sieved with the prime 3. Also for the same reason, it is only necessary to check i until √n, because when i > √n, then j will exceed n every time and it will be useless to execute that portion of the code because it will never enter the if section.

One other optimization is to completely exclude even numbers and this way reduce the computations and memory to half. As a result, the memory access has to be mapped from number to respective position and the increment to get the next number to check is 2 instead of 1.

3.1.1 Sequential prime sieve algorithm using trial division

Input: an integer n > 1

Let C be an array of Boolean values representing the odd numbers > 1, initially all set to false

for i = 3, 5, 7, …, not exceeding √n

if C[(i – 3) / 2] is false

for j = i2, i2 + 2, i2 + 4, i2 + 6, …, not exceeding n

if (j % i == 0) then C[(j – 3) / 2] = true

* 1. Sequential prime sieve using fast marking

Algorithm 3.1 is very inefficient since uses modulus operations to check for composites, and this is very computation intensive, especially if the maximum range to sieve is a large number, because it takes considerable more time to do a division in current hardware architectures than to do an addition. With this insight in mind, the previous algorithm was modified to use only additions.

The main idea now is to cross off all j numbers that we already know that are composites, because i2 + k\*i is guaranteed to be composite. This way there is no need to use the modulus operator.

One other optimization in relation to the original sieve of Eratosthenes is that the increment to mark the next composite can be 2\*i since adding i to an odd multiple of i will result in an even number, and even numbers are not prime, so they can be skipped.

3.1.1 Sequential prime sieve algorithm using fast marking

Input: an integer n > 1

Let C be an array of Boolean values representing the odd numbers > 1, initially all set to false

for i = 3, 5, 7, …, not exceeding √n

if C[(i – 3) / 2] is false

for j = i2, i2 + 2i, i2 + 4i, i2 + 6i, …, not exceeding n

C[(j - 3) / 2] = true

Sequential prime sieve using fast marking with block decomposition optimized for space

Algorithm 3.2 although being considerable faster than algorithm 3.1, was suffering performance degradation by not using the cache memory system efficiently. This was happening because the same areas of array C were being loaded to cache memory several times, since the algorithm was sieving from i to the end of array C every time. This is extremely inefficiently, because the last elements of array C were being loaded to cache too many times, and since each cache miss forces the cpu to wait hundreds of clock cycles to load the values from main memory, this was affecting performance considerably.

In order to solve this problem, it was implemented a sieve with block decomposition, in order to load the values of the array C only one time to the cache, and then sieve all primes numbers up to √n in that block, before moving to the next.

3.1.1 Sequential prime sieve algorithm using fast marking and block decomposition optimized for space

Input: an integer n > 1

Let C be an array of Boolean values representing the odd numbers > 1, initially all set to false

Let bs be the block size in number of elements

Let nb = n / bs be the number of blocks to use in sieving

calculatePrimesInBlock(3, 3 + bs)

for b = 1, 2, …, not exceeding nb

a = b \* bs

b = a + bs, not exceeding n

removePrimesFromPreviousBlocks(a, b)

calculatePrimesInBlock(a, b)

define calculatePrimesInBlock(a, b)

for i = a, a + 2, a + 4, …, not exceeding √n

if C[i] is false

for j = i2, i2 + 2i, i2 + 4i, i2 + 6i, …, not exceeding b

C[j] = true

define removePrimesFromPreviousBlocks(a, b)

for i = 0, 1, 2, …, not exceeding the position in C associated with √n

if C[i] is false

p = closest prime multiple of number associated with position i in relation to a

for j = p, p + 2p, p + 4p, …, not exceeding b

C[j] = true

Sequential prime sieve using fast marking with block decomposition optimized for time

Algorithm 3.1 has a section of code that is constantly repeating computations. That section is the calculation of the closest prime number in relation to the beginning of the block. In order to prevent this repetition, this version keeps in memory the last prime multiple associated with each prime. And since it is only necessary to store the prime multiples associated to primes up to √n, this is a very reasonable tradeoff between space and computation time.

This was also the first variation in which was implemented a first version of a segmented sieve in order to try to save some memory by keeping the bitset of bools only for the current block. But since all the primes found were kept in memory, it ended consuming much more since each primes has 64 bits of storage.

Sequential prime sieve using fast marking with block decomposition optimized for space and time

This variation was implemented to reduce even more the repetition of computation that occur in the previous algorithm and to revert to the previous memory scheme.

The improvement is to avoid the repetition of the computation of the double of a prime to use as an increment in the removePrimesFromPreviousBlocks function. As such, once the prime double is calculated for the first time in calculatePrimesInBlock, it is associated to the prime multiple. Since there are very few primes to sieve in comparison to the maximum range of sieving, saving a pair of the current prime multiple and its double to avoid constant repetition of computations, is very reasonable.

Sequential prime sieve using fast marking with block decomposition optimized for space with modulo 30 wheel factorization

This was the first variation to introduce the use of the wheel factorization to speed up the sieving process.

Instead of using the wheel factorization to pre-sieve numbers and update the bitset of composite numbers, the current implementation uses the wheel sieve to determine the next possible prime given a number. This way the bitset is only updated in the positions that represent possible primes. This variation of use of the wheel sieve is more efficient for sieving, but also implies that to extract the primes from bitset only the positions associated with possible primes must be evaluated, since the other were not considered in the sieving process.

With this insight, the access to the bitset was changed in order to store only bits associated to possible primes, and reduce the memory consumption by 16%, since a wheel with modulo 30 removes 66% of composites, including the even numbers that were already left out in previous algorithms.

The problem with method is that it introduces a lot of overhead to determined which position of the bitset is associated to a given prime. And the computation time increased considerably since memory access is a bottleneck of the algorithm. As a result, this version should be use when there is very little memory available. And even in these conditions the use of algorithm 14 is better, since is a truly segmented version and is complete configurable on how much memory it can use, and since is implemented with OpenMP, it takes full advantage of today’s computer architectures.

Sequential prime sieve using fast marking with block decomposition optimized for space with modulo 210 wheel factorization

This is the same version as algorithm 3.6, but uses a modulo 210 wheel to sieve 77% of the composites and as such, reduce memory consumption by 27% in relation to previous algorithms that do not use a wheel.

Sequential prime sieve using fast marking with block decomposition optimized for space and time and with modulo 30 wheel factorization

Since the use of the wheel to store only bits of possible primes introduced a lot of overhead, this version reverts to the previous scheme of storing all odd numbers, and uses the wheel to skip the sieving of the composites of the prime numbers 2, 3 and 5.

This way it was obtained a significant performance boost of almost 50% less computation time in comparison with the algorithms that did not use wheels.

Sequential prime sieve using fast marking with block decomposition optimized for space and time and with modulo 210 wheel factorization

This is the same algorithm as 3.8, but with a modulo 210 wheel, and as such, it skips also the composites of the prime number 7.

Sequential prime sieve using fast marking with block decomposition optimized for time and with modulo 30 wheel factorization

Since memory access is a bottleneck in all sieving algorithms, this version try to determine if using direct memory access without any need to offset calculations would improve performance.

The only difference between this variation and the previous is that it was reserved memory for all numbers, so that the number itself was the position within the bitset where the sieve analysis was going to be store.

The results show that in fact performance did improve, but only for small range primes (less than 2^25).

The possible reason may be related to the fact that with this strategy, only half of the numbers can be stored in cache (comparing to only storing even numbers). And as such, although the overhead to access memory is reduced, the net loss in cache misses starts to outweigh the improved memory access when the range is increased.

Sequential prime sieve using fast marking with block decomposition optimized for time and with modulo 210 wheel factorization

This is the same version as the previous one but with a modulo 210 wheel, in order to skip the composites of the prime number 7.

Parallel prime sieve using fast marking with block decomposition optimized for space and time and with modulo 210 wheel factorization

With current computer architectures any computer intensive algorithm should be design to take full advantage of the parallel computation available in multicore systems. Given that the previous algorithms were already implemented using block decomposition, and that the multicore systems use shared memory, the port of the best sequential algorithm (algorithm 9), to a parallel architecture using OpenMP, only required minor changes to the source code, in order to assign groups of blocks to different threads, and optimize the allocation of these blocks in order to avoid load unbalancing between the different threads.

Parallel prime sieve using fast marking with block decomposition optimized for time and with modulo 210 wheel factorization

This is the same algorithm as above, but trying again to see if using direct memory access expanded to larger ranges, and in fact it did, but not much. This variant is only faster than the previous up to 2^26.

* 1. **Segmented parallel prime sieve using fast marking with block decomposition optimized for space and time and with modulo 210 wheel factorization**

Since the parallel algorithms were very fast to sieve primes up to 2^32 (about a second), it was developed a segmented variant to allow the computation of primes up to 2^64 using only the memory that is specified in the command line arguments. This way, the algorithm can adapt to different hardware and still compute all primes up to 2^64 with very little overhead (about 3%) compared with the fastest OpenMP version (algorithm 12). This overhead is associated with the management required of the segments (groups of blocks), and various checks to verify if export to file or prime count was specified by the user.

Given the results, this is the recommend algorithm to use in multicore systems when it is required to calculate very large primes (bigger than 2^35), using efficiently the memory available.

* 1. **Distributed prime sieve using fast marking with block decomposition optimized for space and time and with modulo 210 wheel factorization**

This is the first implementation of a distributed prime sieve algorithm prepared to run in homogeneous computer clusters.

It uses the best sequential algorithm (9), and splits evenly the workload among the processes.

In order to keep communication between processes to a minimum, each process computes the primes up to √n and then uses then to sieve their share of the workload.

The share of the workload [startNumber, endNumber[ is computed as follows:

startNumber = processID \* maxRange / numberProcessesInWorkgroup

endNumber = (processID + 1) \* maxRange / numberProcessesInWorkgroup

processID ranges from [0, numberProcessesInWorkgroup – 1]

* 1. **Distributed prime sieve using fast marking with block decomposition optimized for time and with modulo 210 wheel factorization**

This is the same algorithm as above but using one less operation (shift left 1) per memory access. Is similar to previous algorithms optimized for time, but since the algorithm is now segmented, direct memory access can’t be done. Like previous algorithms, this variant only performs better until 2^25.

* 1. **Hybrid distributed prime sieve using fast marking with block decomposition optimized for space and time and with modulo 210 wheel factorization**

The previous implementation completely disregards the fact that each node in the workgroup may be a multicore system, and as such, a hybrid version would take better advantage of the shared memory architecture to avoid the replication of the computation of the sieving primes up to √n in the same node.

This way, OpenMPI can be used to coordinate the distribution of the workload between different nodes in the cluster and then inside each node can be used an OpenMP variant optimized to take full advantage of the shared memory architecture.

* 1. **Hybrid distributed prime sieve using fast marking with block decomposition optimized for time and with modulo 210 wheel factorization**

This is similar to algorithm 16, but now applied to algorithm 17. Like other algorithms in the same category, it only performed better in relation to the previous algorithm when the max range was less than 2^25.

* 1. **Hybrid distributed prime sieve using fast marking with block decomposition optimized for space and time, with modulo 210 wheel factorization and with dynamic scheduling**

The previous distributed hybrid algorithms didn’t take into account that the cluster in which they may be used can have heterogeneous hardware nodes with different processing capacity, and even if the cluster is homogeneous, it may very well have variable workload. These external factors may have a damaging effect on the performance of the previous algorithms because some nodes may finish much sooner than others and then became idle, while others are still processing at full load. In order to avoid this, it was implemented a dynamic scheduling algorithm based in the variant 18, but with a control process that creates a given number of segments (specified by the user), and then distributes these segments dynamically according to the requests of the nodes that finish their share. This way, if there is node that finished sooner than others it can continue contributing to the computation by requesting a new segment from the control node. Width this strategy, the algorithm is ready to adapt to heterogeneous clusters with variable workloads and can be fine-tuned to a given network topology by specifying how many segments should be created, how many processes should be started and in which nodes, and how many threads should each process use.

* 1. **Hybrid distributed prime sieve using fast marking with block decomposition optimized for time, with modulo 210 wheel factorization and with dynamic scheduling**

Like in the previous algorithms it was implemented a variant optimized for time, but in this case it performed better than their equivalent (19) up to 2^30.

1. Methods used to calculate the results

The results were collected using Ubuntu 13.04 64 bits, and the source code was compiled with –O3 –s flags using mpic++ with g++ 4.7.3, OpenMPI 1.4.5 and Boost 1.49.

The sequential and parallel results were obtained in the following hardware configuration:

***Clevo P370EM***

CPU: i7-3630QM

Clock rate: 2400 MHz

L1 cache: 256 KB

L2 cache: 1024 KB

L3 cache: 6144 KB

Memory: 16 GB RAM DDR3 1600 MHz

For the distributed version, was used the Clevo P370EM in conjunction with a Asus G51J, (which has roughly 50% less processing capacity and 50% slower memory). To connect the two laptops was used a 100 Mbps Ethernet connection with a Technicolor TG582n.

***Asus G51J***

CPU: i7-720QM

Clock rate: 1600 MHz

L1 cache: 256 KB

L2 cache: 1024 KB

L3 cache: 6144 KB

Memory: 4 GB RAM DDR3 1066 MHz

The parameters configuration used to obtain each result are detailed in [15].

1. Results and performance analysis
   1. Global comparison

The following char gives a global overview of the performance of all implementations
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**Fig. 1.** This is an example of a figure caption. Figure captions are positioned below the figure..

* 1. Formulas

Displayed equations or formulas are centered and set on a separate line (with an extra line or halfline space above and below). Displayed expressions should be numbered for reference. The numbers should be consecutive within each section or within the contribution, with numbers enclosed in parentheses and set on the right margin.

|  |  |
| --- | --- |
| x + y = z . | (**1**) () |

Equations should be punctuated in the same way as ordinary text but with a small space before the end punctuation mark.

* 1. Footnotes

The superscript numeral used to refer to a footnote appears in the text either directly after the word to be discussed or – in relation to a phrase or a sentence – following the punctuation mark (comma, semicolon, or period). Footnotes should appear at the bottom of the normal text area, with a line of about 5cm set immediately above them[[1]](#footnote-1).

* 1. Program Code

Program listings or program commands in the text are normally set in typewriter font, e.g., CMTT10 or Courier.

program Inflation (Output)  
 {Assuming annual inflation rates of 7%, 8%, and  
 10%,... years};  
 const MaxYears = 10;  
 var Year: 0..MaxYears;  
 Factor1, Factor2, Factor3: Real;  
 begin  
 Year := 0;  
 Factor1 := 1.0; Factor2 := 1.0; Factor3 := 1.0;  
 WriteLn('Year 7% 8% 10%'); WriteLn;  
 repeat  
 Year := Year + 1;  
 Factor1 := Factor1 \* 1.07;  
 Factor2 := Factor2 \* 1.08;  
 Factor3 := Factor3 \* 1.10;  
 WriteLn(Year:5,Factor1:7:3,Factor2:7:3,  
 Factor3:7:3)  
 until Year = MaxYears  
end.

* 1. Page Numbering and Running Heads

There is no need to include page numbers. If your paper title is too long to serve as a running head, it will be shortened. Your suggestion as to how to shorten it would be most welcome.
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1. The footnote numeral is set flush left and the text follows with the usual word spacing. [↑](#footnote-ref-1)