# 多核学习概述

SVM 是一种最小化结构风险的机器学习算法，克服了经验风险最小化机器学习算法所带来的分类函数推广能力差，即分类器泛化能力差的缺憾。SVM 建立在统计学习理论的VC 维和结构风险最小化原理基础上，能根据有限的样本信息在模型的复杂性（即对特定训练样本的学习精度）和学习能力（即无错误地识别任意样本的能力）之间寻求最佳折衷，获得最好的推广能力也即泛化能力。

作为一种小样本的学习模型，SVM在处理小样本问题、非线性可分数据和高维空间数据集的分类和回归问题上具有独到的优势，是一个具有最下分类误差率和最大范化能力的强有力工具。使得它成为广受欢迎的模式识别和机器学习模型，被应用于诸多领域。然而，很多实际问题当中的样本特征属性之间存在异构性，使得通常所使用的单一核函数的SVM方法效果大打折扣。因而有学者针对此问题，提出了多核学习方法（Mutiple-Kernel-Learning）。

多核学习方法（Mutiple-Kernel-Learning）是在已有SVM学习模型的基础上，针对单一核在处理异构信息的局限性，提出利用多个基本核函数的组合来形成新的核函数，从而将特征空间映射到更易区分的特征空间当中的学习方法。

# 多核学习发展过程

目前为止，针对多核的研究主要集中在两个方面。其一聚焦于基本核的组合形式上；其二则聚焦于多核学习的参数结算问题上。

关于多核学习问题的研究可以追溯到2001年，Crammer等人针对多核学习方法的损失函数作了研究，但是并未将工作重心放到具体的分类和回归问题上来。Lanckriet等人在2004年的研究中解决了如何针对具体的问题构造合适的MKL公式并且利用SDP和QCQP方法加以求解。然而，该论文中的方法却不能解决大规模的学习问题。最早的具有实用意义的MKL算法在Bach2004年发表的论文中被提出。该论文同时还提出了如何利用L1约束生成一个稀疏解。2006年，Sonnenburg等人在保留L1约束的情况下，使用SILP方法求解了同样的问题，成功将多核学习应用推广到百万级的数据集中。2008年，利用梯度下降法，效率更高的算法被提出（Rakotomamonjy et al.,2008;Varma & Ray,2007）。而后，Bach又提出了实现大规模核函数组合的可行性算法。此外，还有人针对超核方法和多类的MKL做了研究。

# 多核学习主要问题

## 3.1 核函数形式问题

### 3.1.1 线性组合核函数

![](data:image/x-wmf;base64,183GmgAAAAAAAKAPQAQACQAAAADxVQEACQAAAy4DAAACAOcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABKAPCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///6////9gDwAA7wMAAAUAAAAJAgAAAAIFAAAAFALsA7IHHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDYGAA4l2Z2gAFqdjUVZs0EAAAALQEAAAkAAAAyCgAAAAABAAAAMXm8AQUAAAAUAoACcgEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AoNgYADiXZnaAAWp2NRVmzQQAAAAtAQEABAAAAPABAAAWAAAAMgoAAAAACgAAACh4LHgpKHgseCl+AD4BlgDAAEQHfgA+AZYAwAAAAwUAAAAUAvoA5gYcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AoNgYADiXZnaAAWp2NRVmzQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAE15vAEFAAAAFALjAsQCHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDYGAA4l2Z2gAFqdjUVZs0EAAAALQEBAAQAAADwAQAADQAAADIKAAAAAAQAAABpbW1pYAbWASACvAEFAAAAFALsA5YGHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDYGAA4l2Z2gAFqdjUVZs0EAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABtebwBBQAAABQCgAJGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg2BgAOJdmdoABanY1FWbNBAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAS2RLeA0IkwEAAwUAAAAUAuwDQwccAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdskUCnm4iXkAoNgYADiXZnaAAWp2NRVmzQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD15vAEFAAAAFAKAAlwFHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZyFArT2Ip5AKDYGAA4l2Z2gAFqdjUVZs0EAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAA9eQADBQAAABQC2AKFBhwAAAD7AsD9AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2yRQKeriJeQCg2BgAOJdmdoABanY1FWbNBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAA5XmABOcAAAAmBg8AwwFBcHBzTUZDQwEAnAEAAJwBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDSwACAIIoAAIAgngAAwAbAAALAQACAINpAAABAQAKAgCCLAACAIJ4AAIAgikAAgSGPQA9AwAQcAABAAIAg2QAAwAbAAALAQACAINtAAABAQAKAgCDSwADABsAAAsBAAIAg20AAAEBAAoCAIIoAAIAgngAAwAbAAALAQACAINpAAABAQAKAgCCLAACAIJ4AAIAgikAAAsBAAIAg20AAgSGPQA9AgCIMQAAAQACAINNAAANAgSGESLlAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAM01FWbNAAAKADgAigEAAAAAAQAAANDiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

直接将多个基本核进行线性组合，这种方式常常用在对单核作SVM输出后进行加权组合，这时可以连接大量的基本核函数，可以避免最佳参数的手工搜索。或者用于特征的选择上，这时一般一个特征对应一个核函数，每个核函数赋予一个权值di，代表着对应特征的重要性，如果最优化目标函数中的regurilization项选择的是L1的约束，那么最终解出的解将是一个稀疏的解（**d**）。这样，d值为0或者d值非常小的特征就被剔除掉了。

### 3.1.2 通用组合形式核函数
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已被证明，核函数的和、核函数的乘积以及它们的组合仍是核函数（Mercer定理）。所以可以根据需要选择自己的多核组合形式。但是必须满足的条件是，组成的多核必须是半正定的并且它对d的导数存在且连续。通用核函数可以把原始特征映射到更高的空间中去。也可用于特征选择问题（More Generality in MKL）。

## 3.2 核参数解算问题

参数结算归结为两大类方法：

1. SMO算法基础下的结算方法

该方法[MKL and the SMO Algorithm]引入拉格朗日乘子，通过最佳化步骤消除d，利用SMO算法解得所有的SVM模型参数（）后，再带入公式算出核函数参数（d）来。
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1. 迭代思路下的结算方法

基于这样的基本思路：先给一个d的初值，这样剩下的最优化问题就可以利用已有的标准SVM解算工具解算。但是针对不同的核函数组合形式和对应的约束（L-P），研究者们又做了不同的优化。比较典型的有SimpleMKL、Shogun、SPG-GMKL等。

# 多核问题实际应用实例

## 4.1 多核作用的层次

### 4.1.1 先单核作SVM再后期组合

若是线性组合，这种方式最易于理解，它只是将多个核分别作SVM模型训练，再在模型输出前一步将它们作线性组合，其中的核参数d则代表着对应核的权重。

若是非线性组合核函数，那么对应于将原有特征映射到一个新的综合作用下的特征空间。

### 4.1.2先作用于局部特征后再组合

典型的应用是特征选择问题。

### 4.1.3 局部样本采用不同的核

该种组合多核学习，与考虑特征属性间的异构性不同，它还考虑到样本可能存在的异构性。一种极端的方式是给每一个样本套一个多核组合，然后再进行核矩阵的计算。
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