Reinforcement Bias in Online Communities

Abstract:

      In today’s social media society there is an increasing presence of online communities and group information exchange. Through our community analysis tooling, we aim to address the evolution of radicalized communities, such as radically political, pseudoscience, or conspiracy theory based. We are concerned with intercommunity communication and recommendations. Research today has investigated the echo-chamber phenomenon of radicalized communities that thrive on confirmation bias. We would like to address reinforcement bias between similar communities. Do echo-chambers span across multiple communities? If so, is there a framework or hierarchy of linked ideologies. In recent news, the narrative of misinformation within the media has become highly relevant. Many actors have made claims taken up by the public that were either lacking evidence or outright wrong. Research questions to ponder are: do users within radical communities suggest other radical communities as reference or recommendation? Are there trends present within highly active users in radical communities? Is there a motive for users frequently posting misinformation?

      Our current project utilizes a public API based data warehouse for Reddit posts, pushshift.io. We have developed python scripting to automate data collection for communities based on time frame and post type. To address our research questions, we have scripted authorship analysis and reference analysis by community. From the tooling we can address those most active users within communities, and those communities most referenced. We have verified echo-chamber activity such that the most referenced community is itself. Within the communities we have researched [AntiVax, FlatEarth, ConspiracyTheories, & TrumpVirus], we have found Trump to be the most referenced community on political actors, at approximately 2 times the occurrence of current president Biden. Additionally, we have found 1 in 602 posts to reference the radical group Q-anon. As work continues, we are interested in employing sentiment analysis within post titles and bodies, such as to extract the motive behind communal referencing. Other aspects of research include radical community moderation and cross-discussion.