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# 摘要

LDA模型为一种聚类模型，其可以分为两个Dirichlet分布和两个多项式分布，采用文档-主题-单次的思想，对给定的文本库进行无监督学习。本报告从给定的语料库中均匀抽取200个段落（每个段落大于500个词）， 每个段落的标签就是对应段落所属的小说。利用LDA模型对于文本建模，并把每个段落表示为主题分布后进行分类。验证与分析分类的有效性，结果表明，LDA建模在一定程度上具有精确性，并且分类精度对应某个合适的主题数量选取，采用词对中文文本进行处理比采用字的方式效果更好。

# 引言

LDA（Linear Discriminant Analysis），是一种文档主题生成模型，，它可以将文档中每篇文档的主题按照概率分布的形式给出。也称为一个三层贝叶斯概率模型，包含词、主题和文档三层结构。所谓生成模型，就是说，我们认为一篇文章的每个词都是通过“以一定概率选择了某个主题，并从这个主题中以一定概率选择某个词语”这样一个过程得到。文档到主题服从多项式分布，主题到词服从多项式分布。

LDA是一种非监督机器学习技术，可以用来识别大规模文档集（document collection）或语料库（corpus）中潜藏的主题信息。它采用了词袋（bag of words）的方法，这种方法将每一篇文档视为一个词频向量，从而将文本信息转化为了易于建模的数字信息。但是词袋方法没有考虑词与词之间的顺序，这简化了问题的复杂性，同时也为模型的改进提供了契机。每一篇文档代表了一些主题所构成的一个概率分布，而每一个主题又代表了很多单词所构成的一个概率分布。

LDA的核心思想是寻找到最佳的投影方法，将高维的样本投影到特征空间(feature space)，使得不同类别间的数据“距离”最大，而同一类别内的数据“距离”最小。

# 实验原理

## LDA模型原理

如前文所述，LDA模型通过两个Dirichlet分布和两个多项式分布进行单词的概率生成，具体如下所示：

![](data:image/x-wmf;base64,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)
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## LDA模型生成

**经典的LDA模型采用Gibbs采样原理进行生成，具体过程如下：**

1. 初始化文档中每个单词的主题，随机选取即可；
2. 对于每一个文档中的单词，采用Gibbs采样算法进行主题的重新估计；
3. 重复步骤2，直到所有单词的主题都被更新过一遍；
4. 重复步骤2和步骤3，直到模型的参数估计收敛或者达到指定的迭代次数；

**Gibbs采样方法如下所示：**

对于每个word在文档中：

对于每个topic：

文档生成该单词的概率 = 该topic生成该单词的概率 \* 文档生成该topic的概率

通过上述topic序列更新该单词的最大topic概率。

# 实验过程

## 实验环境

带有jieba开源库和基础科学运算的python环境

## 数据来源

1. **统计数据集**

金庸武侠小说16部。

1. **停词表**

包括非中文字符，本次实验中没有用上无实义助词作为停词表。

## 数据预处理

这部分主要对金庸武侠小说数据集进行三个操作：数据集读取、去除不计入统计的词汇、采用jieba中文语料库进行分词操作。

def Preproccess(data\_root, del\_root, aft\_del\_root):

    data\_list\_dir = os.listdir(data\_root)

    del\_list\_dir = os.listdir(del\_root)

    aft\_del\_list\_dir = os.listdir(aft\_del\_root)

    data\_corpus = []

    del\_corpus = []

    aft\_del\_corpus = []

    cha\_count = 0

    #First preprocess

    for del\_file\_name in  del\_list\_dir:

        del\_file\_path = del\_root + '/' +str(del\_file\_name)

        print(del\_file\_path)

        with open(os.path.abspath(del\_file\_path), "r", encoding = 'utf-8') as f:

            del\_context = f.read()

            del\_corpus.extend(del\_context.split("\n"))

    for data\_file\_name in  data\_list\_dir:

        data\_file\_path = data\_root + '/' +str(data\_file\_name)

        print(data\_file\_path)

        with open(data\_file\_path, "r", encoding = 'ANSI') as f:

            data\_context = f.read()

            data\_context = data\_context.replace("本书来自www.cr173.com免费txt小说下载站\n更多更新免费电子书请关注www.cr173.com", '')

            data\_context = data\_context.replace("\n", "")

            data\_context = data\_context.replace(" ", '')

            data\_context = re.sub('\s','',data\_context)

            for del\_word in del\_corpus:

                data\_context = data\_context.replace(del\_word, "")

            cha\_count += len(data\_context)

            data\_corpus.append(data\_context)

data\_corpus = jiebaCut(data\_corpus)

def jiebaCut(corpus):

    new\_corpus = []

    for text in corpus:

        words = jieba.cut(text)

        new\_corpus.extend(words)

    return new\_corpus

## LDA模型训练

在给定了训练参数alpha，beta和主题个数下，对模型采用前文提到过的Gibbs采样原理进行训练，关键代码如下：

                # Gibbs sampling update the word topic

                gibbs\_p = []

                for k in range(topic\_num):

                    p = (topic\_set[k].get(word, 0) + alpha)/(topics\_word\_num[k] + alpha)

                    p \*= (doc\_topic\_num[i][k] + beta)/(doc\_word\_num + beta)

                    gibbs\_p.append(p)

                gibbs\_p = np.array(gibbs\_p)

                upd\_toc = np.random.choice(topic\_num, p = gibbs\_p / gibbs\_p.sum())

其中，topic\_set为存储了每个topic中对应当前单词及其个数的一个词典，可以用来查询该单词在不在当前topic中，并且数量有多少。

## LDA模型测试

给定一篇文章，同样看可以利用LDA模型得到的参数对其进行分类，具体做法和LDA模型的训练类似，关键在于此时每个topic的单词概率分布是已知的，我们只用训练得到该文档每个单词对应的主题即可。

# 实验结果

## 测试数据结果：

在设定的topic数量为40的情况下，经过训练后得到的前10个topic数据如下所示：

topic 1：[('范蠡', 139), ('道', 70), ('勾践', 52), ('吴国', 35), ('薛烛', 34)]

topic 2：[('胡一刀', 33), ('只见', 24), ('金面佛', 24), ('左手', 20), ('竟', 19)]

topic 3：[('萧中慧', 56), ('周威信', 48), ('卓天雄', 48), ('麽', 45), ('著', 41)]

topic 4：[('说道', 26), ('王夫人', 18), ('举人', 18), ('兆', 15), ('田伯光', 14)]

topic 5：[('道', 58), ('万震山', 32), ('水笙', 28), ('狄云', 24), ('原来', 23)]

topic 6：[('说道', 96), ('听', 65), ('见', 65), ('想', 60), ('倒', 40)]

topic 7：[('道', 180), ('便', 175), ('中', 122), ('走', 103), ('听', 57)]

topic 8：[('道', 79), ('曹云奇', 55), ('麽', 48), ('田青文', 30), ('众人', 29)]

topic 9：[('一个', 23), ('便', 23), ('中', 20), ('林平之', 19), ('小说', 15),]

topic 10：[('阿青', 48), ('道', 40), ('姑娘', 34), ('竹棒', 32), ('一个', 23),]

## 分类结果：

在训练集选取每篇文章部分段落500个单词，测试集选取每篇文章部分段落后500单词的情况下，最后得到的测试集文章推测如下表所示：

[[14 14 14 14 14 14 14 14 14 14 5 14 14]

[14 14 1 14 5 14 14 14 14 14 14 14 14]

[11 14 14 11 14 14 14 14 11 14 14 14 14]

[14 14 11 14 12 12 14 14 14 14 3 14 3]

[14 6 14 5 14 5 14 14 5 14 14 14 14]

[14 5 5 11 14 5 14 5 14 14 5 5 5]

[ 6 6 6 6 6 6 6 6 6 6 6 6 6]

[14 14 14 14 14 7 14 14 14 14 14 14 5]

[ 6 5 14 14 14 8 14 8 14 14 14 11 14]

[14 14 14 11 11 14 14 14 11 14 14 14 6]

[10 10 10 10 10 10 10 10 10 10 10 15 15]

[11 11 11 11 11 11 11 11 11 11 11 11 11]

[12 12 12 12 12 12 5 12 12 14 12 14 14]

[14 14 14 14 12 14 14 14 14 3 14 14 14]

[14 14 14 14 14 14 14 14 14 14 14 14 14]

[14 15 14 14 15 14 15 15 14 15 15 14 14]]

可以看到，LDA模型的训练结果不理想，模型的准确性只有20%左右。

## 结论

上述实验和结果表明，LDA模型的分类还是非常具有局限性的，可能的原因有如下几点：对于大型的文本来说，不同的topic和迭代次数对于结果有非常大的影响，合适的topic和迭代次数选取需要很好的经验；每个topic所包含的词和个数不一样，往往会有重复性的无意义的词对其权重形成影响。后续对LDA模型进行改进，可以考虑加入N元词语模型，使得其文本生成更加完好。