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library(class)  
library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(e1071)

#importing the data from the directory

uni\_bank.df <- read.csv("H:\\Kent Sem-1\\FML\\FML\_class\\UniversalBank.csv")  
#uni\_bank.df

#idnetifying the rows and columns and head and tail of the data

dim(uni\_bank.df)

## [1] 5000 14

t(t(names(uni\_bank.df)))

## [,1]   
## [1,] "ID"   
## [2,] "Age"   
## [3,] "Experience"   
## [4,] "Income"   
## [5,] "ZIP.Code"   
## [6,] "Family"   
## [7,] "CCAvg"   
## [8,] "Education"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

head(uni\_bank.df)

## ID Age Experience Income ZIP.Code Family CCAvg Education Mortgage  
## 1 1 25 1 49 91107 4 1.6 1 0  
## 2 2 45 19 34 90089 3 1.5 1 0  
## 3 3 39 15 11 94720 1 1.0 1 0  
## 4 4 35 9 100 94112 1 2.7 2 0  
## 5 5 35 8 45 91330 4 1.0 2 0  
## 6 6 37 13 29 92121 4 0.4 2 155  
## Personal.Loan Securities.Account CD.Account Online CreditCard  
## 1 0 1 0 0 0  
## 2 0 1 0 0 0  
## 3 0 0 0 0 0  
## 4 0 0 0 0 0  
## 5 0 0 0 0 1  
## 6 0 0 0 1 0

tail(uni\_bank.df)

## ID Age Experience Income ZIP.Code Family CCAvg Education Mortgage  
## 4995 4995 64 40 75 94588 3 2.0 3 0  
## 4996 4996 29 3 40 92697 1 1.9 3 0  
## 4997 4997 30 4 15 92037 4 0.4 1 85  
## 4998 4998 63 39 24 93023 2 0.3 3 0  
## 4999 4999 65 40 49 90034 3 0.5 2 0  
## 5000 5000 28 4 83 92612 3 0.8 1 0  
## Personal.Loan Securities.Account CD.Account Online CreditCard  
## 4995 0 0 0 1 0  
## 4996 0 0 0 1 0  
## 4997 0 0 0 1 0  
## 4998 0 0 0 0 0  
## 4999 0 0 0 1 0  
## 5000 0 0 0 1 1

#Drop unnecessary rows like ID and Zip

uni\_bank.df <- uni\_bank.df[,-c(1,5)]

#Categorical varables will be converted as factor(ie,. Education) as mentioned in the question

uni\_bank.df$Education <- as.factor(uni\_bank.df$Education)

#now converting the Education into dummy variables

groups <- dummyVars(~., data = uni\_bank.df)  
#the new data frame is named as modified universal bank data  
uni\_bank.m.df <- as.data.frame(predict(groups,uni\_bank.df))

#splitting the data for training data(60%) and validation data(remaining 40%)

#it is important to ensure that that we get the same sample if we return the code multiple times  
set.seed(7)  
#dividing the data into 60% training data and remaining data to validation  
train.data <- sample(row.names(uni\_bank.m.df),0.6\*dim(uni\_bank.m.df)[1])  
valid.data <- setdiff(row.names(uni\_bank.m.df),train.data)  
  
#apply the model  
#all the variables are taking in after the seperated comma  
train.df <- uni\_bank.m.df[train.data,]  
valid.df <- uni\_bank.m.df[valid.data,]  
t(t(names(train.df)))

## [,1]   
## [1,] "Age"   
## [2,] "Experience"   
## [3,] "Income"   
## [4,] "Family"   
## [5,] "CCAvg"   
## [6,] "Education.1"   
## [7,] "Education.2"   
## [8,] "Education.3"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

#normalizing the data

train.norm.df <- train.df[,-10]  
valid.norm.df <- valid.df[,-10]#personal income is the 10th variable  
  
norm.values <- preProcess(train.df[,-10], method = c("center","scale"))  
  
#mean and standard deviation is coming from the train data  
  
train.norm.df <- predict(norm.values,train.df[,-10])  
valid.norm.df <- predict(norm.values,valid.df[,-10])

#1. Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 =1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

#creating the new customer and with knn-prediction

new\_customer <- data.frame(Age = 40,   
Experience = 10,   
Income = 84,   
Family = 2,   
CCAvg = 2,   
Education.1 = 0,   
Education.2 = 1,   
Education.3 = 0,   
Mortgage = 0,   
Securities.Account = 0,   
CD.Account = 0,   
Online = 1,  
CreditCard = 1  
)

#now normalize the data for the new customer

new.cust.norm <- new\_customer  
new.cust.norm <- predict(norm.values,new.cust.norm)

knn.pred1 <- class::knn(train= train.norm.df,   
 test = new.cust.norm,   
 cl= train.df$Personal.Loan, k=1 )  
knn.pred1

## [1] 0  
## Levels: 0 1

#2.What is a choice of k that balances between overfitting and ignoring the predictor information?

accuracy.df <- data.frame(k= seq(1,15,1), overallaccuracy= rep(0,15))  
for(i in 1:15){  
 knn.pred <- class::knn(train=train.norm.df, test = valid.norm.df, cl= train.df$Personal.Loan, k=i)  
 accuracy.df[i,2] <- confusionMatrix(knn.pred, as.factor(valid.df$Personal.Loan), positive= "1")$overall[1]  
}  
  
which(accuracy.df[,2]== max(accuracy.df[,2]))

## [1] 3

plot(accuracy.df$k,accuracy.df$overallaccuracy,col="red")

![](data:image/png;base64,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)

#3. Show the confusion matrix for the validation data that results from using the best k?

knn.pred2 <- class::knn(train = train.norm.df, test = valid.norm.df, cl= train.df$Personal.Loan, k=3)  
con.mat <-confusionMatrix(table(knn.pred2,as.factor(valid.df$Personal.Loan)))  
con.mat

## Confusion Matrix and Statistics  
##   
##   
## knn.pred2 0 1  
## 0 1814 53  
## 1 10 123  
##   
## Accuracy : 0.9685   
## 95% CI : (0.9599, 0.9757)  
## No Information Rate : 0.912   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7794   
##   
## Mcnemar's Test P-Value : 1.213e-07   
##   
## Sensitivity : 0.9945   
## Specificity : 0.6989   
## Pos Pred Value : 0.9716   
## Neg Pred Value : 0.9248   
## Prevalence : 0.9120   
## Detection Rate : 0.9070   
## Detection Prevalence : 0.9335   
## Balanced Accuracy : 0.8467   
##   
## 'Positive' Class : 0   
##

#4. Consider the following customer: Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k.

new\_customer1 <- data.frame(Age = 40,   
 Experience = 10,   
 Income = 84,   
 Family = 2,   
 CCAvg = 2,   
 Education.1 = 0,   
 Education.2 = 1,   
 Education.3 = 0,   
 Mortgage = 0,   
 Securities.Account = 0,   
 CD.Account = 0,   
 Online = 1,  
 CreditCard = 1)  
  
new.cust.norm1 <- new\_customer1  
new.cust.norm1 <- predict(norm.values,new.cust.norm1)  
  
knn.pred3 <- class::knn(train = train.norm.df, test = new.cust.norm1, cl= train.df$Personal.Loan,k= 3)  
knn.pred3

## [1] 0  
## Levels: 0 1

#5.Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.

#it is important to ensure that that we get the same sample if we return the code multiple times #splitting the data to training(50%), validation(30%) and testing(remaining 20%)

set.seed(26)  
train.data1 <- sample(row.names(uni\_bank.m.df),0.5\*dim(uni\_bank.m.df)[1])  
train.df1 <- uni\_bank.m.df[as.numeric(train.data1),]  
  
valid.data0 <- setdiff(row.names(uni\_bank.m.df),train.data1)  
valid.df0 <- uni\_bank.m.df[as.numeric(valid.data0),]  
valid.data1 <- sample(row.names(valid.df0),0.6\*dim(valid.df0)[1])  
test.data1 <- setdiff(row.names(valid.df0),valid.data1)  
  
valid.df1 <- uni\_bank.m.df[valid.data1,]  
test.df1 <- uni\_bank.m.df[test.data1,]  
  
t(t(names(train.df1)))

## [,1]   
## [1,] "Age"   
## [2,] "Experience"   
## [3,] "Income"   
## [4,] "Family"   
## [5,] "CCAvg"   
## [6,] "Education.1"   
## [7,] "Education.2"   
## [8,] "Education.3"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

#normalizing the data

train.norm.df1 <- train.df1[,-10]  
valid.norm.df1 <- valid.df1[,-10]  
test.norm.df1 <- test.df1[,-10]  
  
norm.values1 <- preProcess(train.df1[,-10], method = c("center","scale"))  
  
train.norm.df1 <- predict(norm.values1,train.df1[,-10])  
valid.norm.df1 <- predict(norm.values,valid.df1[,-10])  
test.norm.df1 <- predict(norm.values1,test.df1[,-10])

#confusion matrix for the training data

knn.pred4 <- class::knn(train = train.norm.df1,  
 test = train.norm.df1,  
 cl= train.df1$Personal.Loan, k= 3)  
knn.pred4

## [1] 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0  
## [38] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0  
## [75] 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0  
## [112] 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [149] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0  
## [186] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [223] 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0  
## [260] 0 0 0 1 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0  
## [297] 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [334] 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [371] 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0  
## [408] 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0  
## [445] 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0  
## [482] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0  
## [519] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [556] 0 1 1 0 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [593] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [630] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [667] 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 1 0  
## [704] 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [741] 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0  
## [778] 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0  
## [815] 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [852] 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [889] 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0  
## [926] 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0  
## [963] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0  
## [1000] 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0  
## [1037] 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0  
## [1074] 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1111] 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0  
## [1148] 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0  
## [1185] 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0  
## [1222] 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0  
## [1259] 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1  
## [1296] 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0  
## [1333] 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0  
## [1370] 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1407] 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0  
## [1444] 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0  
## [1481] 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0  
## [1518] 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1555] 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0  
## [1592] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1629] 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0  
## [1666] 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0  
## [1703] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0  
## [1740] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0  
## [1777] 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0  
## [1814] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0  
## [1851] 0 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1888] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1925] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1962] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1999] 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0  
## [2036] 1 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1  
## [2073] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0  
## [2110] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0  
## [2147] 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [2184] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0  
## [2221] 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0  
## [2258] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0  
## [2295] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1  
## [2332] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0  
## [2369] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [2406] 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0  
## [2443] 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1  
## [2480] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## Levels: 0 1

con.mat4 <- confusionMatrix(knn.pred4, as.factor(train.df1$Personal.Loan))  
con.mat4

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2254 64  
## 1 3 179  
##   
## Accuracy : 0.9732   
## 95% CI : (0.9661, 0.9792)  
## No Information Rate : 0.9028   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.828   
##   
## Mcnemar's Test P-Value : 2.299e-13   
##   
## Sensitivity : 0.9987   
## Specificity : 0.7366   
## Pos Pred Value : 0.9724   
## Neg Pred Value : 0.9835   
## Prevalence : 0.9028   
## Detection Rate : 0.9016   
## Detection Prevalence : 0.9272   
## Balanced Accuracy : 0.8676   
##   
## 'Positive' Class : 0   
##

From the training data shows the model ability to learn from the training data with highest accuracy and sensitivity results in overfitting.

#confusion matrix for the validation data

knn.pred5 <- class::knn(train = train.norm.df1,  
 test = valid.norm.df1,  
 cl= train.df1$Personal.Loan, k= 3)  
knn.pred5

## [1] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0  
## [38] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0  
## [75] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0  
## [112] 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0  
## [149] 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0  
## [186] 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0  
## [223] 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [260] 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [297] 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [334] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [371] 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [408] 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [445] 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [482] 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [519] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0  
## [556] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0  
## [593] 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0  
## [630] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0  
## [667] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0  
## [704] 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [741] 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0  
## [778] 0 0 0 0 0 0 0 0 1 0 1 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0  
## [815] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0  
## [852] 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0  
## [889] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1  
## [926] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [963] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1000] 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0  
## [1037] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0  
## [1074] 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1111] 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1148] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1185] 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0  
## [1222] 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1259] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0  
## [1296] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1333] 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0  
## [1370] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0  
## [1407] 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1444] 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1481] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## Levels: 0 1

con.mat5 <- confusionMatrix(knn.pred5, as.factor(valid.df1$Personal.Loan))  
con.mat5

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1354 57  
## 1 3 86  
##   
## Accuracy : 0.96   
## 95% CI : (0.9488, 0.9693)  
## No Information Rate : 0.9047   
## P-Value [Acc > NIR] : 2.751e-16   
##   
## Kappa : 0.721   
##   
## Mcnemar's Test P-Value : 7.795e-12   
##   
## Sensitivity : 0.9978   
## Specificity : 0.6014   
## Pos Pred Value : 0.9596   
## Neg Pred Value : 0.9663   
## Prevalence : 0.9047   
## Detection Rate : 0.9027   
## Detection Prevalence : 0.9407   
## Balanced Accuracy : 0.7996   
##   
## 'Positive' Class : 0   
##

From the validation data where the model performs with other than training data/unseen data maintaining with high accuracy but slightly reduced specificity.

#confusion matrix for the testing data

knn.pred6 <- class::knn(train = train.norm.df1,  
 test = test.norm.df1,  
 cl= train.df1$Personal.Loan, k= 3)  
knn.pred6

## [1] 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0  
## [38] 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0  
## [75] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [112] 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0  
## [149] 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [186] 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [223] 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0  
## [260] 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0  
## [297] 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0  
## [334] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0  
## [371] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [408] 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1  
## [445] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 1 0 0 0 0 0 0 0 0  
## [482] 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0  
## [519] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0  
## [556] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [593] 0 0 0 0 0 0 1 0 1 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0  
## [630] 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [667] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [704] 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [741] 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [778] 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0  
## [815] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0  
## [852] 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [889] 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0  
## [926] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [963] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## [1000] 0  
## Levels: 0 1

con.mat6 <- confusionMatrix(knn.pred6, as.factor(test.df1$Personal.Loan))  
con.mat6

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 901 27  
## 1 5 67  
##   
## Accuracy : 0.968   
## 95% CI : (0.9551, 0.978)  
## No Information Rate : 0.906   
## P-Value [Acc > NIR] : 1.465e-14   
##   
## Kappa : 0.7901   
##   
## Mcnemar's Test P-Value : 0.0002054   
##   
## Sensitivity : 0.9945   
## Specificity : 0.7128   
## Pos Pred Value : 0.9709   
## Neg Pred Value : 0.9306   
## Prevalence : 0.9060   
## Detection Rate : 0.9010   
## Detection Prevalence : 0.9280   
## Balanced Accuracy : 0.8536   
##   
## 'Positive' Class : 0   
##

From the test data where it confirms the real-world scenarios with high accuracy and sensitivity eventhough the specificity slightly reduced.

Finally, the above model demonstrates good balance between overfitting and ignoring predictor information. it fits the training data and the model can take the knowledge from the training data and applying it to unseen data, and also the model is not only memorizing the data but instead learning the patterns that can be applied in real world scenarios