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# Abstract

This chapter builds on David Marr’s original ideas about how the neocortex and hippocampus functioned separately, and in their mutual interaction, to develop a large-scale biologically-based cognitive architecture. This architecture also includes a critical role for the prefrontal-cortex and basal ganglia systems, which provide an overall control function, based on the ability to maintain tasks, goals, and other such information in an active state robustly over time, and the ability to update this information dynamically under influence of reward-based learning, to guide cognitive functioning over time. Detailed computational models of these brain systems and their interactions have been developed, and shown to support complex cognitive function. Lessons from these initial models are enumerated, which shape the ongoing development of new biologically-based computational models that should support even more powerful cognitive abilities.
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# Introduction

David Marr’s early theoretical work established a paradigm of analyzing the neural anatomy of different brain areas, and advancing computational theories for how the biology supports useful functions. The trio of classic papers, Marr (1969, 1970, 1971), showed how the cerebellum, neocortex, and hippocampus (archicortex) could support different learning and processing functions, which made sense of their known importance for those functions. My own work has followed a similar approach, starting with computational modeling of the hippocampus and neocortex (O’Reilly & McClelland, 1994; McClelland, McNaughton, & O’Reilly, 1995; O’Reilly, 1996, 1998), and then focusing on the unique properties of the prefrontal cortex and basal ganglia system (O’Reilly, Braver, & Cohen, 1999; Frank, Loughry, & O’Reilly, 2001; O’Reilly & Frank, 2006; O’Reilly, 2006). Having all of these brain models available, the obvious next step is to integrate them into a single brain-scale model, which though easier said than done, is indeed what we have been working on in the past several years (OReilly, Hazy, & Herd, 2015; Herd, Krueger, Kriete, Huang, & O’Reilly, 2013; Ziegler, Chelian, Benvenuto, Krichmar, O’Reilly, & Bhattacharyya, 2014). This chapter attempts to trace the links between these individual brain models and Marr’s original ideas, and then provides an overview of our work on integrating these brain parts together into a unified biologically-based *cognitive architecture*, including a number of current directions that we’re currently exploring.

In re-reading the original papers on the theory of neocortex (Marr, 1970) and hippocampus (Marr, 1971) in the light of the considerable modern development of the central principles developed in these papers, one is struck by how much of the most important, core ideas Marr was able to articulate, and even formalize in fairly rigorous mathematical terms. Presaging his later focus on information processing based approaches to cognition, his paper on the neocortex is based on information theoretic principles, and the essential insight that the job of the neocortex is to develop an efficient language for encoding all that we experience. Specifically, this internal representational language involves the development of concepts or categories that apply across a wide range of different memories, and thus provide a more efficient way of recoding these memories compared to some kind of raw storage of sensory inputs. He anticipates the considerable work on self-organizing category formation (e.g., by Kohonen, 1977, 1982) in developing the
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notion of clusters or “mountains” of probability that drive the formation of new concepts. He is very astute in recognizing that there is no “free lunch” set of prior biases for such a learning system (Geman, Bienenstock, & Doursat, 1992), and that our neocortex must be wired to take advantage of the empirical statistics of our particular world. After developing this computational-level information-processing framework, he then considers how neural hardware can implement it, based on the basic unit of an R-theta codon, which is just a thresholded integrate-and-fire neuron in essence. The comprehensive range of considerations (including consideration of some Bayesian principles) is truly impressive.

The second paper on hippocampus starts to paint a more complete cognitive architecture involving the dynamic interactions of neocortex and hippocampus, in a manner that remains essentially current.

Specifically, the hippocampus is envisioned as a sparse, rapid-learning system for taking “snapshots” of the state of the neocortical system, and holding on to these *simple memories* long enough for the relevant information to be incorporated (consolidated) into the neocortical system. These same principles were elaborated in our widely-cited paper (McClelland et al., 1995), in light of considerable additional data and computational modeling results.

This consideration for the larger structure of the full neural information processing system of the brain provides an early indication of the importance of this process of thinking about the larger cognitive architecture and the ways in which the different brain systems interact with each other to actually perform complete cognitive functions. One of most important aspects of the way my colleagues and I have approached this problem also owes a strong debt to Marr’s legacy (Marr, 1982): we are working on models at multiple levels of abstraction, and attempting to synthesize across the insights from these different levels of analysis. Specifically, we have a long-standing collaboration with the developers of the ACT-R cognitive architecture, which operates at a symbolic and subsymbolic level, to develop a synthesis of the key features of that architecture and those of our own cognitive architecture (Jilk, Lebiere, O’Reilly, & Anderson, 2008). Thus, our work spans the full range of Marr’s classic levels of analysis (computational, algorithmic, and implementational), and, like his early papers, seeks to find those ideas that have strong convergent support across levels. Although some have taken Marr’s levels as a justification for ignoring the more detailed properties of the biology, we instead find that biological details often strongly constrain and inspire computational ideas, just as they did for Marr in his early papers.
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The next section provides a brief overview of the core ideas behind our biologically-based cognitive architecture, and how it connects with some of Marr’s original ideas. Then, we describe our first attempts to create large-scale integrated models of all of these interacting brain systems. Finally, new directions building upon this initial work are described, including considerable in-progress ideas about how to take these models to the next level of functionality.

# Large-Scale Biologically-Based Cognitive Architecture

Insert Figure 1 about here.

One of the most essential and enduring contributions of Marr’s work was the notion that one could look at the neuroanatomy of a given brain area, and, when equipped with appropriate neuro-computational and information processing principles, deduce the major function of that area. In continuing this approach, my colleagues and I have elaborated the cognitive architecture diagrammed in Figure 1 (O’Reilly & Munakata, 2000; O’Reilly, Munakata, Frank, Hazy, & Contributors, 2012; OReilly et al., 2015). This architecture includes the neocortex and hippocampus as envisioned by Marr, plus the prefrontal cortex and basal ganglia system, which has unique specializations that enable it to support essential cognitive functions that cannot otherwise be supported by the other two systems. In the following sections, the major features of the separable components of these systems are elaborated.

## Posterior Neocortex

Consistent with Marr’s essential insights (Marr, 1970), the posterior neocortex in this architecture supports learning mechanisms that enable the development of powerful, efficient representations of the external world, going from perception to semantics. While Marr’s ideas here focused on somewhat symbolic-level *codon* representations that learned to encode concepts or categories, my own approach has been shaped by the subsequent work in the PDP framework (Rumelhart, McClelland, & the PDP Research Group, 1986; McClelland, Rumelhart, & the PDP Research Group, 1986) emphasizing the importance of overlapping distributed representations, and the power of the error backpropagation learning mechanism.
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The very tricky (and essentially intractable) problems of when to cleave off a new concept representation or not that Marr wrestled with in Marr (1970) are nicely managed by these two principles.

First, with distributed representations, a pluralistic approach to concepts and categories can be taken, where many different ways of carving up the world are applied *in parallel*. Thus, the strong tradeoffs associated with any one choice are mitigated. Second, the virtue of error-driven learning is that it shapes representations across multiple levels in a hierarchy to encode information in whatever way is necessary to solve the problems at hand. Thus, instead of attempting to articulate, and implement, a sufficient set of broad *a priori* constraints on the nature of representations that should be generally useful, error-driven learning instead just learns those representations that are actually important in solving the problems that the organism needs to solve. This circumvents any number of vexing problems that have continued to plague those who have persisted in Marr’s original mission of using Hebbian-like self-organizing learning mechanisms to develop internal representations in the brain. None of these Hebbian-based models have ever demonstrated the ability to solve truly challenging computational problems, whereas backpropagation has recently become re-appreciated for its considerable abilities to solve important problems such as object recognition better than any other competing algorithm (e.g., Ciresan, Meier, Gambardella, & Schmidhuber, 2010; Ciresan, Meier, & Schmidhuber, 2012; Krizhevsky, Sutskever, & Hinton, 2012; Bengio, Courville, & Vincent, 2013).

The standard objection to error backpropagation from a biological perspective is that it doesn’t fit with how the brain actually works (Crick, 1989). However, we have developed increasingly

biologically-based error-driven learning mechanisms, starting with the central insight that bidirectional excitatory connections can convey error gradients in a fully biologically realistic manner (O’Reilly, 1996). More recently, we have been able to derive a local learning rule from a highly detailed and strongly empirically constrained model of spike-timing dependent plasticity (STDP) (Urakubo, Honda, Froemke, & Kuroda, 2008), which directly implements the temporal contrast that is required to perform error-driven learning based on bidirectional excitatory connections (O’Reilly et al., 2012). Thus, we do not see biological plausibility as a valid reason for excluding the adoption of computationally powerful

error-driven learning in the neocortex anymore.
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Insert Figure 2 about here.

There are nevertheless some problems associated with pure error-driven learning – it has very weak overall learning biases, and can often suffer from overfitting and generally be underconstrained by any given learning problem. Indeed, the recent advances in improving the performance of backpropagation networks have largely come from throwing much larger data sets at it, and using a few other tricks to further constrain the learning, importantly including reducing the number of synaptic weights by re-using a shared set of them across redundant pools of units within a layer – a trick known as *convolution*.

Our own approach to these issues has been inspired by the same biological properties of neocortex that inspired Marr’s work: extensive networks of inhibitory interneurons, and Hebbian-like learning principles. Specifically, we include strong lateral inhibition in our models that produces *sparse distributed representations* that approximate a k-winners-take-all (kWTA) function (O’Reilly, 1998). The benefits of sparse coding have long been appreciated in multiple domains (e.g., Kanerva, 1988; Fo¨ldia´k, 1990; Olshausen & Field, 1996, 1997). Indeed, the recent work on the dropout regularizer for backpropagation networks (Srivastava, Hinton, Krizhevsky, Sutskever, & Salakhutdinov, 2014) can be seen as achieving a similar objective as sparse coding: minimizing the number of neurons that are involved in representing any one thing to break up large-scale fragile interdependencies among neurons, while also preserving some redundancy in the distributed code. In our models, we also include a weak level of Hebbian learning, based on the Bienenstock-Cooper-Munro (BCM; (Bienenstock, Cooper, & Munro, 1982)) mechanism that emerges from the STDP learning models (Blair, Intrator, Shouval, & Cooper, 1998; Shouval, Wang, & Wittenberg, 2010), which introduces beneficial self-organizing learning constraints that act as a regularizer on error-driven learning (O’Reilly, 1998, 2001; O’Reilly & Munakata, 2000; O’Reilly et al., 2012). At the lowest level, we use well-validated spiking or rate-code neuron activation dynamics based on the AdEx model of Brette and Gerstner (2005).

Figure 2 summarizes the full set of basic neocortical learning principles as embodied in the *Leabra* learning algorithm, which stands for *Local, Error-driven and Associative, Biologically Realistic Algorithm*, and is pronounced like “Libra”, which provides metaphorical inspiration in terms of striving to strike an
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appropriate balance between many different competing forces and considerations in the construction of a coherent framework for cognitive modeling. This Leabra model has been successfully applied to a wide range of cognitive tasks (O’Reilly & Munakata, 2000; O’Reilly et al., 2012), including challenging object recognition problems (O’Reilly, Wyatte, Herd, Mingus, & Jilk, 2013). Below, more recent developments to this core set of principles are elaborated, that incorporate more of the detailed circuitry of the neocortex, including the division between superficial and deep layers, and the interconnections with the thalamus.

## Hippocampus

My work on the hippocampus carries forward many of the core ideas developed by Marr (1971), including the pattern-separation abilities of the *R-theta codon* (O’Reilly & McClelland, 1994), and the nature of the interplay between hippocampal and neocortical learning mechanisms, emphasizing the ability of information initially encoded in the hippocampus to be then integrated into the neocortical system (McClelland et al., 1995). In subsequent work with Jerry Rudy, we attempted to further elaborate the core principles that allow one to clearly predict when the hippocampus would be essential for a given task (O’Reilly & Rudy, 2001), and tested these ideas in a number of experiments with rats, largely using the contextual fear conditioning paradigm (e.g., Rudy & O’Reilly, 2001, 1999). Overall, we find the core idea articulated by Marr (1971), that the hippocampus is a fast learning system that uses extremely sparse coding to encode memories in as distinct and non-overlapping a manner as possible, to remain the essential unique feature of the hippocampal system.

Insert Figure 3 about here.

One major development relative to Marr’s original ideas is in the way that the hippocampal memory system supports recall or re-activation of the memory back down in the neocortex. Marr envisioned this occurring directly on synapses projecting back into all areas of the neocortex from the hippocampus. Instead, we have emphasized that the role of the CA1 is to learn a *sparse invertible mapping* between the input projections in the entorhinal cortex (EC), so that the sparse, pattern-separated memory encoding in area CA3 can be directly *decoded* back into the language of the neocortex, before going back

*O’Reilly* 9

down through existing, previously-learned bidirectional pathways from EC out into the broader neocortex (Ketz, Morkonda, & O’Reilly, 2013). This eliminates the need for massive synaptic plasticity out in the neocortex for every new memory encoded by the hippocampus, and really enables the system to live up to the function of rapid low-interference simple memory encoding. Interestingly, by appreciating the critical role of the CA1, it becomes clear why the synapses between the CA3 and CA1 are actually the most important locus of new memory formation, which has been demonstrated in recent experiments.

In the next major section, the interplay between hippocampus and neocortex, along with the prefrontal cortex / basal ganglia system, will be elaborated further.

## Prefrontal Cortex and Basal Ganglia

Insert Figure 4 about here.

The prefrontal cortex (PFC) shares many anatomical properties in common with posterior neocortex, and in many ways we think it operates according to the same general kinds of computational and biological mechanisms as all of neocortex. However, it is now well established that neurons in the PFC are uniquely capable of sustained active firing, in the face of distraction and other intervening processing – commonly referred to as *working memory* (Fuster & Alexander, 1971; Goldman-Rakic, 1987; Baddeley, 1986; Miyake & Shah, 1999). We have developed the idea that a critical element of what allows the PFC to support this robust working memory ability is its intimate interconnection with the basal ganglia (BG), which supplies a critical *adaptive gating* function to determine when to update vs. maintain information in PFC (Frank et al., 2001; O’Reilly & Frank, 2006; O’Reilly, 2006). The BG in turn learns how to perform this adaptive gating function based on its dopaminergic modulation and associated learning mechanisms (Frank, 2005; O’Reilly & Frank, 2006). We refer to this overall framework as the *PBWM* (prefrontal cortex, basal ganglia working memory) model.

We have recently shown that single PBWM model can learn 9 different widely-studied executive function tasks that have been strongly associated with PFC / BG function empirically (Friedman, Herd, Hazy, Chatham, Kriete, Brant, & O’Reilly, submitted). Thus, we believe that this framework has the
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capacity to explain how dynamic updating of PFC-mediated active maintenance can enable the system to juggle information in the service of performing complex cognitive tasks.

## Interactions Among the Systems

Insert Figure 5 about here.

The above brain systems provide a minimal set of functionality necessary to account for a wide range of cognitive function. In broad form, the PFC/BG system can drive top-down attentional biasing (O’Reilly et al., 1999; Miller & Cohen, 2001) of processing in the posterior neocortex and hippocampus, to keep these areas focused on the task at hand. The powerful overlapping distributed representations in the posterior neocortex support complex inference abilities, including multiple constraint satisfaction mediated by bidirectional excitatory projections. The hippocampus in turn is constantly and rapidly encoding

simple-memory snapshots of the state of the system, and in response to partial cues (provided in part from top-down PFC inputs), recalling relevant information to support the ongoing information processing flow.

One very important source of support that this overall dynamic among these three systems is indeed sufficient to account for a wide range of cognitive function comes from the ACT-R cognitive architecture (Anderson, Bothell, Byrne, Douglass, Lebiere, & Qin, 2004), which can be mapped directly onto our biologically-based cognitive architecture (Jilk et al., 2008) (Figure 5). ACT-R, which combines both symbolic and subsymbolic processing elements, centers around a production system that is mapped onto the basal ganglia and frontal cortex, interacting with a declarative memory system that combines the functions of the posterior neocortex and the hippocampus. The essential idea behind the production system is that the basal ganglia evaluates all of the possible courses of action available at the given moment of time (i.e., all the productions that have matched their conditions and could possibly fire), and selects the one with the best history of prior reward utility. When a production then fires, it updates the contents of a *buffer*, which we associate with the contents of working memory in different parts of the PFC. This buffer update then triggers further processing in other parts of the posterior neocortex (e.g., motor, visual, etc), which then triggers a new set of possible productions, and so on.
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The ACT-R framework has been applied to a very large number of different cognitive phenomena [http://act-r.psy.cmu.edu/publication/,](http://act-r.psy.cmu.edu/publication/) and thus provides a very capable level of abstraction above the neural level of analysis we take with our models (Jilk et al., 2008). One of the most important differences between the two levels is that it is relatively straightforward to directly program an ACT-R model to accomplish a given task, whereas our models must be trained somehow from the ground up. Thus, we think of the ACT-R framework as a kind of rapid prototyping language for figuring out the scope and essential cognitive processes involved in a given cognitive task, which then makes it easier to develop a corresponding biologically-based model in the Leabra framework.

# Initial Large Scale Models

Insert Figure 6 about here.

Over the past several years, we had the opportunity to finally put together all of the brain systems described above into single integrated large-scale models, in the context of the ICArUS project, which was focused on developing biologically-based cognitive models of the sensemaking process and the origin of various cognitive biases that arise in this process (Figure 6) (Herd et al., 2013; Ziegler et al., 2014). This project provided the necessary incentives to manage the considerable challenges in producing this

large-scale integration for the first time. A large team of collaborators were successful in producing a series of models that truly demonstrated how the kinds of interactive dynamics described above can actually play out in a working model. The perceptual system of the model processed geospatial input displays, and the simulated parietal cortex extracted relevant spatial and numerical information from these displays. This information was then encoded into active PFC working memory representations, and also encoded into hippocampal snapshots, which then drove the subsequent processing and decision-making steps to more fully analyze and interpret the situation at hand. Throughout, parallel ACT-R models were developed to prototype and guide the construction of our large-scale biological models, as described above.

Aside from the specific details of our models and the various ways in which we were able to account for particular sensemaking phenomena and cognitive biases, the most important lessons derived
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from this effort are driving our next generation of cognitive models, which we elaborate in the next section. For these first pass models, we resorted to a very pragmatic approach of training individual parts of the model separately, and then integrating them under the guidance of a set of programmed steps that moved the processing along from one step to the next. An unfortunate amount of the overall intelligence of the system ended up being carried by these “outer loop” guiding programs. Thus, our major goal for the next generation of such models is to develop robust neural mechanisms that can learn to control the overall flow of processing in the system, so that they can truly become autonomous information processing systems that are in control of their own cognitive functionality.

Nevertheless, there was still considerable room for emergent complexity in these models – the constant hippocampal encoding and recall dynamics for example produced an overall anchoring bias to focus on information presented earlier in time. And we developed improved versions of all of our component models (e.g., Ketz et al., 2013), including a vastly improved PBWM model that is just being finalized and will be written up soon.

# Toward a Biologically-based Autonomous Cognitive System

Here is a list of the most important lessons we learned from our large-scale integrated models, that provide the action items for our new framework that is still under construction, as described in the next section. As you may notice, many of these elements of functionality represent features of more symbolic information processing architectures, including ACT-R. Indeed, one of our longstanding goals is to develop a Synthesis of ACT-R and Leabra (*SAL*) architecture that integrates the best of both architectures (Jilk

et al., 2008). Thus, the overall challenge is to leverage the powerful distributed representations and learning mechanisms of the Leabra neural-network framework, while still achieving the critical high-level

symbolic-like processing abilities that truly distinguish human level cognition.

* While our basic Leabra model of the posterior neocortex excels at constraint-satisfaction processing of individual input patterns through attractor-based bidirectional excitatory dynamics, it consequently lacks the ability to transition effectively between different, but related, cognitive states. We have in general studiously avoided this issue of temporal dynamics in the models, because such
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dynamics can end up being complex, brittle and generally difficult. However, we recently realized that the venerable simple recurrent network (SRN) framework (Elman, 1990) provides a good computational model of temporal processing in the neocortex (O’Reilly, Wyatte, & Rohrlich, 2014c), and this allows us to apply powerful error-driven learning to shape the temporal dynamics of our models in an effective way, avoiding much of the parametric complexity of the dynamics problem.

This is a similar transition to that between designing complex self-organizing biases into a model, versus using a powerful general-purpose learning mechanism, as discussed above.

* Complex cognitive processing is an *articulated* process that happens over time, and requires specific cognitive functions to be applied at specific points in time. In addition to temporal dynamics, achieving the necessary specificity of processing requires more capable *attentional* dynamics in the model. We need to be able to “shine a spotlight” on a particular cognitive function and have it then work on the relevant information coming from other parts of the cognitive system. In contrast, our existing models are excessively diffuse in their processing – activation spreads liberally throughout the network, typically engaging all parts of the model in every single step of cognitive processing. This results in high levels of interference and general confusion. A playful pejorative term for this problem is *connectoplasm* – undifferentiated blobs of oozing network goo, that lacks the rigid skeleton and infrastructure necessary to accomplish complex cognitive tasks.
* Another critical element of articulated cognitive processing is that some level of localized functionality needs to emerge within the system, so that attention can have something discrete and specific to focus on in the first place. In our existing models, information processing occurs in a highly diffuse, distributed manner within so-called *hidden* layers that compute transformations over input patterns to produce specific output patterns – it is very difficult for an external system (e.g., the PFC) to provide precise control over such a system, because everything is so diffuse and distributed. This problem is typical of most neural network systems. We certainly don’t want to go to the other extreme of rigid, encapsulated modularity (Fodor & Pylyshyn, 1988), but rather seek a fertile middle ground (O’Reilly, Petrov, Cohen, Lebiere, Herd, & Kriete, 2014b).
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* The dynamic binding of specific information for a particular functional role is another important challenge for all information processing systems, and particularly so for neural networks, with their slowly modifying synaptic connections making it difficult to rapidly update a representation to transiently encode a new binding. One might be tempted to consider rapidly adapting synaptic weights as a solution here, but there is a deeper problem: even if you can rapidly change synaptic weights, it is not clear that downstream neurons would be able to make any sense of the new information encoding (OReilly, 2010). This is because all neurons receive an extremely impoverished type of information – they cannot use any kind of referential language to communicate with each other – there are just spikes that just excite the receiving neuron to a graded extent. Thus, learning over time is essential for other neurons to be able to effectively use any information being sent by a given neuron. There is no escaping the need for accumulating sufficient statistics to interpret what a given neuron is encoding. The natural conclusion from this chain of reasoning is that the neocortex must somehow develop over time stable, structural mechanisms for solving the dynamic binding problem.

With these considerations in mind, we now elaborate the outlines of new biologically-based extensions to the existing Leabra framework that can potentially achieve these critical functional desiderata.

## DeepLeabra: Deep Neocortical Layers and Thalamocortical Loops

Biologically, the key insight for how we need to extend the existing Leabra mechanisms, is to recognize that these existing mechanisms provide a reasonable model of the essential functionality of the superficial (supergranular) neocortical layers (layers 2/3 receiving input from layer 4), but they are entirely missing the extensive functions of the deep (infragranular) neocortical layers (layers 5 and 6), and the interconnectivity with the thalamus. The superficial pyramidal neurons are broadly, bidirectionally interconnected to other neurons within the same area, and in other areas, and seem to produce the same kind of more distributed processing and representations as seen in our existing models. These superficial networks can provide the genesis of new representations and support powerful error-driven learning, as captured in our existing Leabra models, but it is the deep layers and the thalamus that provide the metaphorical skeleton upon which all of this superficial connectoplasm rests.
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Insert Figure 7 about here.

Thus, our new framework is called *DeepLeabra*, because it adds the functionality associated with these deep neocortical layers to the existing Leabra framework (Figure 7). In addition, some of the mechanisms facilitate learning in deep hierarchical networks. We hypothesize that these deep layer neurons support three interrelated but separable computational functions: temporal integration of information over time, attentional modulation of processing guided by both bottom-up and top-down signals, and an

auto-encoder based learning mechanism that leverages predictive learning over time. Elements of our new framework are similar to those in other existing models, but the full package of mechanisms in the DeepLeabra framework is unique, and we argue provides a uniquely compelling account of a wide range of biological data. For example, in their extensive analysis of the feedforward (FF) and feedback (FB) circuits of the neocortex, Markov, Vezoli, Chameau, Falchier, Quilodran, Huissoud, Lamy, Misery, Giroud, Ullman, Barone, Dehay, Knoblauch, and Kennedy (2014) concluded that all the extant models failed to account for the available data. In contrast, we argue that our model does accord with this data, and we also elaborate a number of detailed, testable predictions that could be used to invalidate our model.

In overview form, the central claims of the DeepLeabra model are as follows:

* Deep pyramidal neurons, driven directly by the superficial neurons within the same cortical microcolumn and other inputs, produce an attentional modulation of the superficial network that is functionally similar to the abstract model of Reynolds and Heeger (2009), which can account for a wide range of relevant data. The critical elements include the computation of raw attentional modulatory signals, which we associate with deep layer 5b intrinsic bursting (IB) neurons, and a subsequent renormalization of these modulatory signals which requires considerable spatial integration across a given area, before these renormalized signals can then be applied in a multiplicative fashion to the inputs to the superficial layer neurons. The extensive lateral interconnectivity of the 5a and 6a corticocortical (CC) regular-spiking (RS) neurons can provide the necessary spatial integration, which then can drive the layer 6 corticothalamic (CT) neurons to effect the modulation. These 6CT neurons project simultaneously up to layer 4 and down to the thalamic
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neurons that then project back up to layer 4 of this same area, and are thus in a position to apply the appropriate multiplicative modulation of both of these pathways for the input signals to the area (and the extensive collateral of the 6CT neurons into the thalamic reticular nucleus likely adds important additional center-surround attentional contrast effects). Consistent with this idea, there is good evidence that these layer 6 neurons provide a multiplicative gain modulation of other cortical layers (Olsen, Bortone, Adesnik, & Scanziani, 2012; Bortone, Olsen, & Scanziani, 2014).

* An important source of attentional control signals derive from feedback projections of higher layers down to lower layers in the cortical hierarchy, and the deep layer CC/RS neurons (predominantly in layer 6 and lower 5) provide just such a projection, which targets both the superficial and deep layer neurons in the lower areas, including their deep5b IB neurons (Thomson & Lamy, 2007; Markov

et al., 2014). Thus, these top-down signals can modulate attentional dynamics in lower layers in part by tapping directly into the deep attentional network, producing a direct multiplicative modulation, in addition to driving some attentional modulation directly in the superficial layers. Consistent with other models (Grossberg, 1999; Raizada & Grossberg, 2003; Montijn, Klink, & Van Wezel, 2012), we hypothesize that this direct deep-to-deep modulation is particularly important for effective attentional focusing on task-relevant information, which as noted above has been sorely missing from our existing Leabra models. As emphasized in Markov et al. (2014), the longer-distance

top-down projections (i.e., from very high layers to much lower layers in the hierarchy) are almost exclusively of this deep-to-deep form, providing very high-level top-down attentional control.

Furthermore, our DeepLeabra model is unique in providing a compelling functional story for the existence of these two separable and yet interdependent FF and FB circuits between areas – the superficial-to-superficial network is essential for constraint satisfaction processing, while the deep-to-deep network is essential for effective top-down and bottom-up attentional modulation.

* The superficial and deep networks operate on different clocks, as evidenced by the ˜40Hz gamma-frequency oscillations of superficial neurons, compared to the ˜10Hz alpha-frequency

oscillations of the deep networks (Lorincz, Kekesi, Juhasz, Crunelli, & Hughes, 2009; Franceschetti, Guatteo, Panzica, Sancini, Wanke, & Avanzini, 1995; Buffalo, Fries, Landman, Buschman, & Desimone, 2011; Luczak, Bartho, & Harris, 2013). We hypothesize that this acts like an
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Expectation-Maximization (EM) algorithm (Dempster, Laird, & Rubin, 1977), where the slower, outer-loop expectation step sets the parameters for the attentional modulation provided by the deep networks, while the faster inner-loop maximization process performs constraint satisfaction maximization within these parameters. The EM algorithm is important for problems of this form where you have two interdependent sets of unknowns, and it is impossible to simultaneously optimize both of them. This represents an important novel computational motivation for these distinct brain rhythms. Biologically, the deep5b IB neurons have a preferred bursting frequency at the alpha rhythm, so we hypothesize that this alpha bursting is the key updating event associated with triggering the new set of attentional parameters, which are then integrated, normalized, and communicated continuously through the deep CC, RS neurons to impose an attentional filter for the remainder of the ˜100msec alpha cycle.

* A critical implication of the EM-like dynamics of the attentional network is that the attentional state lags processing in the superficial network as it moves forward through the subsequent alpha cycle. This lag is exactly what is needed to provide temporal context information to appropriately contextualize the integration of information over time. We have previously developed this specific idea in the form of the LeabraTI (temporal integration) model (O’Reilly et al., 2014c; Kachergis, Wyatte, O’Reilly, Kleijn, & Hommel, 2014; Sun, O’Reilly, Bhattacharyya, Smith, Liu, & Wang, 2015). In computational terms, this temporal context acts just like the context layer in a simple recurrent network (SRN; Elman, 1990), and this temporal context, properly integrated with learning mechanisms, enables a particularly powerful form of temporal integration learning in a variety of tasks. Biologically, a subset of the deep CC RS are the most likely source of this contextual information, which is then broadcast to the superficial layers and other parts of the network. Furthermore, a particular form of the contextual integration can support both this temporal integration function, and the spatial integration needed for the attentional renormalization computation per the Reynolds and Heeger (2009) model.

Insert Figure 8 about here.

18 *Integrated Biological Cognitive Architecture*

* The alpha frequency frame-rate also plays an important role in framing the learning process, which in the Leabra model has been conceived of in terms of an expectation or minus-phase of activation followed immediately by an outcome or plus-phase state, that serves as the target state in the

error-driven learning dynamic (O’Reilly, 1996, where the minus-plus terminology derives from the Boltzmann Machine). Although we have a reasonably solid synaptic-level mechanism for this form of error-driven learning, and we know that the bidirectional connectivity in the superficial layer neurons can appropriately communicate backpropagation-style error gradients throughout the network, we have never had a particularly compelling story for where exactly the plus-phase activation states come from, and how they can drive appropriate forms of learning. The alpha bursting of the deep5b IB neurons suggests a novel, powerful solution to this problem: each layer in the network receives a local error-driven learning signal via a *thalamic auto-encoder* operating at the alpha frequency. Specifically, the plus phase signal is the driving activation of the thalamic relay cell (TRC) neurons from lower-level deep5b IB neurons, which contrasts with the immediately prior

top-down activation of these TRC neurons via projections from the area itself. When this circuit is appropriately diagrammed (Figure 8), it is clear that each layer acts as an auto-encoder for the information projected from the lower layer(s) in the hierarchy via their deep5b IB transthalamic projections. This kind of recursive auto-encoder architecture has been developed in a large number of different neural network models over the years (Pollack, 1990; Dayan, Hinton, Neal, & Zemel, 1995; Hinton & Salakhutdinov, 2006), and in other Bayesian and Bayesian-inspired generative model frameworks (e.g., Lee & Mumford, 2003; Friston, 2005). Three key differences from these other models are that:

* + The error signal difference between bottom-up ground truth and the generated expectation thereof exists as a temporal difference signal, not as an explicit difference computed between two distinct neural populations, as it is in some models.
  + The bottom-up ground truth is subject to the top-down attentional modulation parameters, and is furthermore transformed into the topographic space of the receiving layer – e.g., V2 does not actually learn to reconstruct all of V1, but rather only learns the attentionally-modulated transformation of V1 that arrives at the TRC neurons projecting to V2.
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* + The time lagged nature of the deep layer network that drives the TRC neurons ensures that the learning is *predictive* over time – the network is always trying to predict what the *next* deep5b signal will be, based in part on prior contextual information via the TI mechanism described above.

These differences enable the DeepLeabra model to fit better with the available data on neural dynamics associated with FF and FB projections (Markov et al., 2014), and computationally learn to abstract and transform the inputs in ways that would be difficult under the constraint of full reconstruction of the entire input pattern. Thus, consistent with the ART model of Grossberg (1999, 2013), the top-down attentional signals shape the learning process in important ways. However, our model does not require the discretization of a match vs. mismatch process as occurs in the ART model – everything just emerges in distributed representations under the forces of the constraint satisfaction process under the EM-like attentional constraints.

Overall, these mechanisms enable models to process information over time in a much more powerful and selective way than in the basic Leabra framework, while also giving it a much richer and yet more realistic source of learning signals, in the form of predictive auto-encoding error-driven learning.

However, these mechanisms do not deal with two important additional considerations: the need for a stable structural organization of representations to deal with binding problems, and the importance of an agentic, goal-driven perspective for truly understanding how the system learns and actually decides what to do.

These are discussed in the following two sections.

## Grounded, Replicated, Indexed Data (GRID) Theory

In almost every neural model that deals with complex structured information, some kind of slot-like organization is inevitably used, where the different slots contain representations of different entities and their relationships. The advantage of these slots is that they allow the system to represent multiple different entities at the same time, such that other processing layers can then compute relevant relationships or other information integrating over these multiple entities. Furthermore, the role-filler

binding for a slot-like structure is very explicit and clear: the slot defines a functional role, and the filler is
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whatever pattern of activity happens to be inside the slot at the time. But these slot-based structures are often described apologetically, as some kind of place-holder until some better idea comes along. One important source of aversion to slots comes from the apparent need to replicate these things *ad naseum* as the number of different functional roles one might consider is expanded to include a wider swath of human cognition. Do we really have different slots for all the different things that have been put in slots in all these different models?

Our current thinking about this issue is informed by developments in the ACT-R architecture, which also shares this slot replication problem, in the form of the slots defined within the *chunk types* that hold structured information within the system. Recently Taatgen (2013) was able to create a version of ACT-R that only uses completely *generic* chunk types, with unnamed slots that are just used in an arbitrary convention established by the way the system uses the information. Furthermore, he developed similarly generic productions that handled a large number of common information processing patterns, such that any given task could be handled by the proper sequencing of these generic productions. In so doing, he was able to account for detailed patterns of transfer in human subjects among a number of different tasks, often in fairly non-obvious ways.

Insert Figure 9 about here.

Thus, one potential answer to the slot replication problem is to instead adopt a wide-spread system of generic slots, that are appropriately coordinated throughout the brain (Figure 9). We refer to this as a Grounded, Replicated, Indexed Data (GRID) system, where each slot is grounded in the semantics of a particular brain area, and cross-referenced with corresponding slots in other brain area that encode other aspects of the semantics of that same entity.

This overall architecture is consistent with the arguments in favor of *indexical* representations (Pylyshyn, 2000), which abstract over the detailed features of a given object, and instead encode “pointer like” indexes that refer to a given entity in the environment, without needing to fully describe it. He also refers to these as FINST’s or *fingers of instantiation* – a term that has been adopted in the ACT-R framework as well. The virtue of indexical representations is that, like slots, there are small finite number
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of such indexes (evidence suggests 3-4), and you can dynamically load these indexes to point to different locations or objects. Having done so, all of your pre-existing computational apparatus can be brought to bear on the contents of these fixed indexical slots. Thus, if you have a set of slots encoding the spatial locations of different objects, and you’ve learned to be able to fixate and reach to these location-slots, then all you need to do to drive these actions appropriately is update the appropriate slot with the relevant information, and the action from that point on is essentially automatic.

As we extend this notion into more domains, it provides a general recipe for thinking about how information processing can become appropriately articulated and localized – the slot-like structure provides a skeletal framework for organizing and controlling cognitive processing. The dynamic attentional mechanisms supported by the DeepLeabra model can then operate on top of this structural framework, to provide a more fully articulated model of cognition. Functionally, it ends up being very similar to the Taatgen (2013) model, but cast in neural terms. And the replication of slots problem is avoided by extensive re-use of the same slots (i.e., making the slots very generic, as in Taatgen’s model), with appropriate further contextualization to determine what kinds of operations to perform on them.

We are currently exploring whether this kind of architecture naturally emerges in the context of naturalistic, grounded sensory-motor learning experiences, along with the DeepLeabra attentional mechanisms and some initial topographic connectivity structures.

## Goal-Driven Processing

Finally, we have also been developing more elaborated versions of our PBWM framework to account for the contributions of the orbital frontal cortex (OFC) and anterior cingulate cortex (ACC), in guiding the selection of actions that the system choose to perform. In the course of this work, we began to appreciate the truly pervasive role for goal-driven cognitive processing in all aspects of human cognition (O’Reilly, Hazy, Mollick, Mackie, & Herd, 2014a). Specifically we can divide human mental life into two discrete stages: goal selection and goal engaged processing, and each of these stages has a distinctive value function that strongly suggests that the distinction is real and important. During the goal selection stage, all manner of potential costs and benefits are carefully weighed, and the system’s value function is relatively conservative – it operates much like a rational economist might hypothesize. However, during the goal
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engaged phase, after a particular goal has been selected and action is now proceeding to achieve that goal, the value function becomes dominated by progress toward that selected goal, and costs and other obstacles can be significantly downweighted.

Some real-life examples provide the best intuitive evidence for these distinct stages. For example, when you’re procrastinating in starting some kind of large, relatively effortful tasks (doing taxes, writing a paper, paying the bills, packing for a trip, etc), this reflects the goal selection phase, where the likely true costs of this action plan are being rationally considered. It is actually entirely reasonable for your brain to decide to do shorter, more rewarding tasks, given the basic economics of reward and effort in the brain!

Only when the costs of *not* doing these onerous tasks outweighs the costs of doing them do we finally get over threshold. However, once a goal has been engaged, one often finds that the task seems much easier than expected. Furthermore, the dominant currency becomes incremental steps of progress toward the goal. Video games are a prime example where this kind of progress tracking system has been completely hijacked, and people spend far too long doing things that they would never have rationally decided to do, when they were in the goal selection phase. Indeed, this is why goal selection must be so conservative: once the goal has been engaged, it really takes over, and it is difficult to interrupt and abandon that goal – one feels a strong sense of disappointment in doing so.

One can usefully take advantage of the features of these two systems to do the things you want to do, and not the things you don’t. For example, when starting a big task, always set a very small, easily achieved initial goal (e.g., opening up the word processor and writing your name as author of the paper), so that then the progress motivation sets in, and you can then bootstrap that into the next subgoal (just write whatever is easiest to write first – don’t start at the start!). Likewise, to avoid getting sucked into obsessive tasks or distractions for too long, always try to just take a break and interrupt the cycle of progress – even a few minutes can allow you to disengage and reevaluate your priorities.

Evidence of the central importance of goal-driven cognition is available to any parent: the onset of tantrums at around age 2 is evidence that the young cognitive system is taking control of its own goal selection process, and often this process can end in significant frustration, due to manifest lack of control over most aspects of life at that age. More generally, parents may recognize that when a child is actively engaged in some task, they tend to be much better behaved and happy. When however they are bored and
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unable to settle upon something to do, behavior deteriorates rapidly. Our affective life is strongly tied to the goal engagement process, to the extent that depression can be characterized by a persistent inability to achieve goal engagement, while life satisfaction is strongly tied to overall goal achievement.

Our goal is to capture these kinds of core goal-driven dynamics within our computational models, such that the model is actively deciding what it wants to do given a range of options, and it experiences the same kinds of motivational and affective dynamics that sustain performance on engaged goals, while also leading to careful selection of new goals. Initial models have cached out the relevant functional roles of the OFC, ACC, PFC, ventral striatum (including the Nucleus Accumbens), and midbrain dopaminergic pathways involved in the goal selection and goal engaged stages (O’Reilly et al., 2014a). Ongoing work is elaborating these models to produce more complex, dynamic and emergent agentic behavior, and attempting to understand the impact of these goal-driven systems on how the rest of the cognitive architecture develops and functions.

# Discussion and Conclusions

Hopefully this chapter has provided a useful sketch of some of the many fascinating issues that emerge in considering the large-scale functional cognitive architecture of the brain, building on the firm foundation that David Marr’s pioneering work provided. The incredible complexity of these interacting brain systems can be daunting, and it is often tempting to retreat back into optimizing the independent functioning of separable brain models, but hopefully it is clear that such a narrow perspective cannot anticipate many of the critical issues that arise from considering the bigger picture.

There are a few final reflections on differences in overall approach that are worth discussing here. The approach I’ve taken is in many ways the inverse of what Marr was attempting. Marr’s papers start with mathematical definitions, and proceed with mathematical precision in attempting to formalize the nature of information processing in different brain areas. In contrast, my approach is characterized by considerable exploratory, prototype-level investigations of various ideas, leveraging computational simulations as a fast and efficient way of determining whether an idea might work in practice. Eventually, once I narrow down and refine these rough drafts, it might be appropriate to submit some of the ideas to mathematical precision. On the other hand, analytical techniques place considerable limitations on the complexity of a
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system that can be successfully treated. Thus, I have established a few general mathematical boundaries and approximations that guide the work (e.g., O’Reilly, 1996), but as yet have not found mathematically explicit approaches to provide a lot of direct guidance in developing my models. If Marr were around today, he would probably find my approach deeply unsatisfying, but perhaps he might nevertheless be excited by the kinds of problems we’re confronting in taking these initial exploratory steps into the great unknown of the human mind.
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# Figure Captions

*Figure 1.* The large-scale cognitive architecture of cognition involves three principle subsystems, each with different functional specializations as noted. The posterior neocortex and hippocampus function much as Marr envisioned, while the prefrontal cortex / basal ganglia system adds the ability to sustain robust active maintenance and select cognitive and motor actions according to history of reward.

*Figure 2.* The core microstructural properties of the Leabra architecture.

*Figure 3.* Overall structure of the hippocampal memory system. The perforant path projections from EC to DG and CA3 are largely as envisioned by Marr, but the role of the CA1 as a invertible decoder of hippocampal memories provides a better solution than direct association of memories back in the neocortex.

*Figure 4.* Overall architecture of the PBWM model of PFC-BG working memory function.

*Figure 5.* The ACT-R cognitive architecture and its mapping onto brain areas – note the similarity to the biologically-based cognitive architecture.

*Figure 6.* A large-scale integrated cognitive model developed for the ICArUS project to develop a model of the sensemaking process and the origin of cognitive biases.

*Figure 7.* Detailed neocortical and thalamocortical connectivity, e.g., between V1 and V2, and the overall functionality they support. TRN = thalamic reticular nucleus inhibitory neuron, TRC = thalamic relay cell, ib = intrinsic bursting, rs = regular spiking, cc = cortico-cortical, ct = cortico-thalamic.

*Figure 8.* Structure of auto-encoder learning based on the thalamic relay cells (TRC’s) acting as a target “output” layer when they are driven by strong feedforward driver inputs originating in the deep5b IB neurons from the
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previous layer(s) in the network. The network learns to encode the input information to accurately drive the TRC’s in the minus phase. This circuit and associated error-driven learning dynamic, operating locally in every neocortical area, provides a powerful learning signal, in addition to the bidirectional propagation of differences through longer superficial-layer interconnections.

*Figure 9.* GRID representation for sentence / visual experience “Tom ate steak at the table” – Tom gets put in index 1 of the “thing” slots as the subject / agent, steak is object in slot 2, and table is slot 3 as a location modifier. The parietal representations contain the visual location (real or imagined) of each entity. The ventral visual representations encode the visual category of each entity – an abstracted version of what each looks like, which is also a point of entry into the vast semantic network (not shown, but theoretically populated with large numbers of different GRID slots). The name in higher-level auditory cortex represents the phonological representation of each item. And so on.. The overall idea, captured in the usual meaning of grid, is that these 3-4 slots are present in each domain-specific area, and coordinated so that the same thing is encoded in each, with each area encoding a different aspect of that thing. Other kinds of representations such as actions (e.g., “ate”) and relationships (e.g., “at”) can then operate over multiple “thing” slots.