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# Abstract

TODO: need to rewrite: Recent developments in psychology and neuroscience suggests that the human mind develops structured probabilistic representations about the world and performs near-optimal Bayesian inferences. However, it remains elusive how the structured probability space has originated in the first place, and how cognitive biases can arise from normative probabilistic models. Here we show that without a pre-defined hypothesis space, structured representations of the learning environment, as well as “biases”, can naturally emerge through efficient neural encodings of the sensory inputs over time. We demonstrate the idea with a biologically realistic neural network model to simulate randomness perception. Our findings reveal that rich semantics can be developed in associative learning through temporal integration, providing the building blocks for the structured hypothesis space required by Bayesian inference. We further suggest that the statistical structures in the learning environment and the competition between implicit representations are the keys to bridging the gaps from object representation to probability induction and the gaps from low-level sensory processing to high-level cognition.

# [Introduction]

There is a surprising amount of systematic structure lurking within random sequences. For example, in the classic case of flipping a fair coin, where the probability of each outcome (Heads or Tails) is exactly .5 on every single trial, one would naturally assume that there is no possibility for some kind of interesting structure to emerge, given such a simple and extreme, desolate form of randomness. And yet, if one records the average amount of time it takes for a repetition (HH or TT) to first occur in a sequence (the *waiting time* statistic), it is significantly longer (6 tosses) than for an alternation (HT or HT, 4 tosses). This is despite the fact that, on average, repetitions and alternations are equally probable (as one would expect) – the *mean time* statistic. For both of these facts to be true, it must be that repetitions are more bunched together over time – they come in bursts, with greater spacing between, compared to alternations. Intuitively, this difference comes from the fact that repetitions can build upon each other (e.g., HHH contains 2 repetitions of HH), whereas alternations cannot. Another source of insight comes from the transition graph (Figure 1).

Is this difference just a strange mathematical curiosity, or could it possibly have deep implications for our cognitive-level perceptions of randomness? We show that a neural model based on a detailed biological understanding of the way the neocortex integrates information over time when processing sequences of events \cite{LeabraTI}, is naturally sensitive to both the mean time and alternation time statistics. Indeed, its behavior is explained by a simple averaging of the influences of both of these statistics, and this behavior emerges in the model over a wide range of parameters. Furthermore, this averaging dynamic directly produces the best-fitting bias-gain parameter for an existing Bayesian model of randomness judgments \cite{GT01} – this was previously an unexplained free parameter and obtained only through parameter fitting. We also show that we can extend this Bayesian model to better fit the full range of human data by including a higher-order pattern statistic, and the neurally-derived bias-gain parameter still provides the best fit to the human data in this extended model. Overall, this model provides a neural grounding for the pervasive *gambler’s fallacy* bias in human judgments, where people systematically discount repetitions, and emphasize alternations (e.g., in a famous example in the Monte Carlo casino in 1913, black repeated a record 26 times in a game of roulette – people’s began extreme betting on red after about 15 repetitions).

Our neural model (Figure 1a) is extremely simple, consisting of a sensory input layer with distinct nonoverlapping patterns for H vs. T, and an internal prediction layer that attempts to predict the next input, with the benefit of a prior temporal context information based on properties of the deep neocortical neurons (layers 5b and 6; \cite{LeabraTI}). Of course, this model will generally fail to accurately predict for a random sequence, but nevertheless the exercise (which is much more successful for all the systematic structure in the rest of the environment) leads to the development of representations encoding sequences of inputs, where the prior inputs in the sequence are encoded in the temporal context. We decoded these sequence representations through a reverse correlation technique, and classified them as Repetition (R) or Alternation (A). For a fair coin probability of ½, the model had a ratio of R/A = .70 – repetition detectors were significantly less likely than alternation detectors. This demonstrates the gambler’s fallacy bias emerging naturally in the model, as a consequence of its sensitivity to the waiting time advantage of alternations compared to repetitions. To further characterize the nature of this bias, we systematically varied the probability of alternation (PA) in generating the sequence (i.e., departures from a fair coin), and measured the effects on the R/A ratio. We found a smooth curve, with an equilibrium point (R/A = 1) at PA = 3/7 (Figure 1b). In other words, alternations have to be this much less frequent to cancel out the bias in favor of alternations. See the supplemental online material for extensive exploration of model parameters and alternative model inputs, which demonstrate the robustness of this result, and that it depends critically on temporal integration and the waiting time statistics.

The neural model’s behavior can be replicated by a simple equation that averages the effects of the mean time and waiting time statistics:

R/A = E[THT] + E[T\*HT] / E[THH] + E[T\*HH] , (1)

where E[T] is the expected mean time, and E[T\*] is the expected waiting time (Figure 1c). This establishes a clear higher-level explanation for the emergent behavior of the model, allowing us to summarize its behavior as simply averaging the effects of these two relevant statistics over the random sequences.

Next, we asked whether it was possible to relate this emergent behavior of the neural model to an existing Bayesian model of randomness judgments \cite{GT01}. This model was fit to a massive database of 20,099 participant’s judgments of how random each of the length 5 sequences of H, T are \cite{Goodfellow38}. To account for the gambler’s fallacy bias, this model included a bias gain factor **λ** that weights the contribution of a local representativeness factor Lk in determining the probability of the k’th response (Rk) in a sequence being heads:

P(Rk = H) = 1 / (1 + e- **λ** Lk) (2)

Lk = … (3)

This equation shows that the bias gain value modulates the strength of the alternation bias – a value of **λ**= 0 produces “rational” judgments in accord with the mean time statistic, and higher values produce an increasing alternation bias. \cite{GT01} found that a **λ**value of around .51 produced the optimal fit to the human data (Figure 2a) – a moderate alternation bias. But they had no independent basis for specifying this value, beyond parameter fitting. In contrast, we are able to show that this value can be derived directly from the behavior of our neural model.

Specifically, given the form of equation (2), we can show that **λ**can be derived directly from the R/A ratio:

**λ**= -log2(R/A) (4)

For a fair coin, R/A = .7, resulting in **λ**= .51 – precisely the value that optimizes the fit to the human data. Thus, by using the emergent behavior of the neural model, we can independently anchor this previously free parameter, and obtain the best fit to the human data. This represents a remarkable convergence across multiple levels of analysis, and further bolsters the validity of our understanding for the nature and origin of the systematic preference for alternating sequences, and against repeating ones.

Finally, the \cite{GT01} model produced a very bad fit to one of the sequence inputs: HTHTH, which was judged by people to not be a very good random sequence, but the model ranked it highly. It seems that people have a bias against the higher-order repetition of the HT sequence. We were able to add this bias into the model as an additional additive term in equation 2, and this augmented model now produces an excellent fit to the full set of sequence data points (Figure 2b). Again, the optimal value of the bias gain factor, which now applies to both sources of bias, is the .51 value predicted by our neural model.

In conclusion, we find that the latent structure in simple probabilistic sequences shapes the learning dynamics in a neural model, producing a novel “rational” explanation for what has generally been considered a curious failure of human probabilistic understanding. The remarkable fit of the parameters derived from this neural model with a Bayesian model derived from very different considerations reinforces the idea that the temporal integration mechanisms in our neural model provide a good account of human information integration over time. We have also recently shown how this same neural temporal integration and learning framework can account for human causal learning \cite{Blicket}, in a way that is also compatible with existing Bayesian models of causal reasoning \cite{GriffithsEtc}. This ability to bridge between levels of analysis across multiple domains represents a rare and important development, with the potential to both ground these abstract models in underlying neural mechanisms, and provide a simpler explanatory understanding of the emergent behavior of these neural models.
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