Daniel McCarthy

Craft development diary

# Introduction

This is a development diary of the “Craft” compiler also known previously by the name “Goblin”.

The “Craft” compiler is designed to compile “Craft” code a language which I have designed.

Unfortunately, I have only documented the project since 25th July 2016 so there is months of work undocumented. Anyhow it is titled day 1 and onwards even though it was not day 1 of the project it was day 1 of the diary.

Throughout this document you will see all the struggles and design choices I have made to get the Craft compiler completed.

# Information

# Before continuing it is important that you understand the names used in this diary, I will help explain the ones an experienced reader may have trouble with.

For anything else such as trouble understanding what a Lexer, Parser, virtual method, or virtual pure method is. Please research on them to understand this dairy.

## Code generator

The code generator is the base class for all code generators, it parses the abstract syntax tree from the root and invokes methods in its inheritor/child depending on the branch it finds in the tree. For example, if it should find an assignment such as “x = 50” then it would invoke a method on its inheritor for handling assignments.

## Goblin Bytecode generator

The Goblin bytecode generator extends the “CodeGenerator” class its methods get invoked by the code generator depending on the branch the code generator has found. Depending on the method that was invoked the goblin bytecode generator would write data to the stream or do further iteration of the AST (abstract syntax tree) until it finds what it is looking for.

## Craft bytecode generator

## The Goblin bytecode generator was renamed to Craft bytecode generator so throughout this diary know that they are the same.

# Day 1 - 25th July 2016

This is the first day of documenting the Craft compiler. Unfortunately, I left it a bit late so I am actually writing this on the 26th July 2016 however I will write about the 25th as if it is the 25th.

Today I was working more on implementing arrays, at this point arrays were coming along well, I could only support 1 dimensional arrays although up to 3 dimensions can be parsed. I managed to make array access in expressions possible, although not perfect it worked, I was in the process of fixing a bug where array access would only work in expressions if it was on the left hand side, this was because the “A” register was used and if something else was on the left hand side of the expression, let’s say a number it would occupy register “A” so the array access on the right hand side of the expression would generate byte code that would have overwritten the number at run time. I was in the process of fixing this or I did fix it I don’t remember and then all of a sudden my computer crashed. When I booted back up I found my entire goblin bytecode generator NULLED. I searched my git repository for the most recent commit I could find and unfortunately the commit I found was on the 7th of July. The code that was present at that time would be completely obsolete a lot of development has been done since then so I chose to write the goblin code generator again. I rewrote a basic template for the goblin bytecode generator and I worked a little bit on the code generator improving the design.

# Day 2 - 26th July 2016

Today early hours in the morning I was focusing on improving the design of the code generator, as well as implementing more code on the goblin bytecode generator since the file was NULLED yesterday due to a system crash.

The work early hours in the morning today was continued from yesterday I continued into the 26th I usually do work late.

I decided that I should modify the code generator to use a “Scope” class instead of all the functionality defined in the code generator. This made sense as it is certainly possible to have child scopes which would have caused problems in my current design. So I created a “Scope” class and this class contains variables as well as methods for working with these variables such as creating new variables or getting variables by name. A lot of the related content was moved from the code generator into the “Scope” class and modified. The “Scope” class has the ability to have one parent and one child although this will be changed later to allow for multiple children.

I also removed a lot of obsolete methods from the code generator, the old design approach was to have a virtual pure method for every possible scenario, for example I would have a method for handling a number, and let the code generator invoke a virtual pure method every time a number was found. The child class would then be able to write the machine/byte code to the stream.

This design was not appropriate and my new design approach is to have a method for only more structured elements such as functions, and assignments.

At the moment only the assignment method is implemented and was implemented a few days ago, the function method does not exist yet, in its place is the “scope\_start” method. This however also needs to be removed as every scope can act differently. This will be replaced with a method such as “function\_start” and this would be for function declarations including the function scope.

I also fixed the “cleanBranch” method in the Parser class. Originally it was not working or was not working as expected. I made it clean the tree of branches who only have one child starting at the branch passed as the first argument. This meant that branches with only one child are replaced with its only child, leading to a cleaner tree with information that is no longer needed removed.

I thought about the parser rules today and how I perhaps should change them, for example my expressions will have three branches the first one being the left operand, the second being the operator and the third being the right operand, this could be changed allowing the parent branch to be the operator and then its two children being the left operand and the right operand. This is how most designs look when I search for “Abstract syntax tree” on google images. There will be no definite change yet as I need to outline the pros of this change and cons if there is any.

# Day 3 - 28th July 2016

Today I made the Exception class extend one of C++’s standard exceptions “logic\_error”. My reason for this is that should an exception be thrown and not caught I or others will be able to see the output in the console window.

I also fixed the design problems caused by the rule changes and the parser update where I fixed the “cleanBranch” method. I also made the ability to have multiple children in the Scope class which is required because scopes can have multiple scopes inside of them.

I have considered changing certain parser rules to output different types of branches than it does at the moment. Google image searches have given me many results with expressions that look like this:

![http://www.sunshine2k.de/coding/java/SimpleParser/images/syntaxtree4.gif](data:image/gif;base64,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)

Fig 1.

My system does things a little differently and I need to consider whether or not the above image would be the best way to go about things. My tree is workable but I do believe the above image represents a better structure, the parser rules will need to be thought through carefully and not just the ones for expressions. I partially think that because I am not doing a similar structure as shown in Fig 1. May be partly the reason certain expressions cause parsing errors but I cannot be sure as of yet I am still in a bit of a grey area with this situation.

Another bug was discovered in function calls, a function call cannot have arguments that are also function calls, this is a parsing error.

In other news I attempted to update the parser to do a look ahead first before choosing a rule as the fact it does not do a look ahead has already caused me countless problems and requires rules to be placed in a pacific position to work correctly. Although today I have failed to implement the look ahead feature as the previous parser design would loop through all the rules and then apply it to every branch in the root, so in the first phase for example “3 + 3 + a” would become “E + E + E” and then as it goes to other rules would be broken down further. A look ahead would not be possible with this design. I changed the design to apply the rules on a left to right basis without applying it to every branch at once, for example “3 + 3 + a” would become “E + 3 + a” now because there is no rule for “E + 3 + a” only “E + E” the parser will now fail to generate an abstract syntax tree, more thinking will need to be done but I plan to make the parser better before continuing the project as if I do not it may cause me even worse problems later on.

One possible solution that I would rather avoid because it might come across as a bad design perhaps, is the ability to state that a particular rule can be any of the following branches. E.g the “E” branch can be the “identifier” token or the “number” token.

# Day 4 - 29th July 2016

Today I made the parser a look ahead parser which will help prevent rule conflictions, for example two rules may exist, “E:operator:E” and “E:operator:E:operator”, The second rule is a rule that you probably would never implement but I will use it as an example as it’s the perfect scenario. Now take the expression “E+E+” you would expect this expression to match the second rule but in the first parser this did not happen it would pick the first rule that it matched to so it would be “E:operator:E”. Now that the parser is changed it will now look ahead and find the most appropriate rule so it would pick “E:operator:E:operator” which is the correct rule.

Upon implementing the new Parser, I removed some code that should be their this caused an issue and prevented branches from being excluded from the tree, this was a simple bug to fix and I fixed it quickly.

Since the parser is now more efficient I no longer need the hash tag to represent functions and function calls I will be considering soon weather to remove them or keep them the same just to make the language a little different.

In other news I am considering rewriting the parser rules all together to try and do a better job, or at least rewrite some of them, also another problem was found and that is with the cleaning system for the parser. This system does exactly what it is supposed to do but in certain situations this would cause problems.

For example, the fourth branch in the “FUNC” branch holds a bunch of statement branches, now because of this cleaning system if only one statement in the function body exists then the cleaning system will replace that “STMT” branch with its child branch, I do not like this at all as obviously the function body should have some sort of root branch for its self. Anyway more thought will need to be given before any change is made.

If I do make this change, then I would set it up a bit similar to the way you exclude branches in the parser rules. In the parser rules you exclude branches from the tree by using the quote character: “ ’ ” in the current rule.

# Day 5 - 30th July 2016

Today I was working on fixing a bug with input such as “c = (50 + 19) \* 8” or “c = 50 + 19 \* 8”. This bug is a parser bug where the parser cannot break down the branches correctly.

This issue occurred because of the parser rules and possibly the parser its self. Take these rules for example.

*E:identifier*

*E:number*

*E:E:operator:E*

*E:’symbol@(:E:’symbol@)*

*ASSIGN:E:’symbol@=:E*

The following happens:

*C = 50 + 19 \* 8*

*E = 50 + 19 \* 8*

*E = E + 19 \* 8*

*ASSIGN + 19 \* 8*

As you can see the parser is left with “+ 19 \* 8” unparsed, this is because the ASSIGN rule matched correctly while the other rules did not. A look ahead exists but it will not work with branches who have not yet become a child because of this the parser is not working correctly.

Possible solutions

1. Change the parser rules
2. Make the parser branch look what is ahead and then see if it matches a different rule

I would rather implement solution 2. Although I am not sure if it is the best solution yet.

Priority is now changing the parser to do just this.

# Day 6 - 31th July 2016

Today I decided to start rewriting the majority of the parser, I will not rewrite the rule system but the actual AST(Abstract Syntax Tree) generator. The problem with the old design was that it did not follow standard procedures to generating AST’s and because of this the code was a bit ugly. I will now be using stacks instead of vectors, this did cross my mind in the past but I chose to go with the vector.

I hope to implement a shift reduce parser, properly this time.

# Day 7 - 9th August 2016

Today I worked more on rewriting the parser, the development was coming along well but unfortunately I have some segmentation faults that I need to fix. The parser code is not quite right but I feel that I am nearly there. Once complete this will be the 3rd time I have wrote the parser.

# Day 8 - 11th August 2016

Today not much was accomplished, I fixed a bug where I was creating a new instance of an array with a size of zero, this was because I did not check that functions existed before creating the array, e.g “new function[total\_functions]” if the “total\_functions” variable is zero then it will attempt to create a new function array of 0 elements, this causes issues. I believe that similar issues still exist in the system which I plan to clean out once the parser is complete.

As for the parser its self it is not coming along well at all and I am considering going back to the old working design, although not the best design it did work rather well.

I appear to be having many segmentation faults while implementing the new parser design and it is holding me back.

# Day 9 - 16th August 2016

Today I successfully created a shift reduce parser that uses a stack, at the moment it does not do a look ahead and is incomplete as it also is not recursive when it comes to reductions.

I hope to soon make the parser do a look ahead and do recursions on reductions until no more reductions can be done for the current stack state.

# Day 10 - 17th August 2016

Today I made the shift reduce parser recursive when it comes to reductions, this was simple to do, I simply just recall the same method when a reduction has been successful, this in turn will attempt to reduct the stack further.

I also attempted to implement the look ahead but was unsuccessful.

# Day 11 - 18h August 2016

Today I was attempting to implement a shift reduce parser and during my attempts I realised that I was popping from the back of the stack and not the front, I was curious to why the branches were getting created in order and it is because of that reason.

This setup worked fine for a stack that did not need a look ahead but in a real situation a look ahead is required.

I decided to have a cigarette and thought through the best approach I could do to get this working and the solution I came up with is to make the rule requirements also a stack, and make the start of the input get popped and then pushed to the parser stack so it’s a left to right parser rather than a right to left. Then finally during checking for reductions I would pop from the back of the parser stack so its right to left.

Take the following example

Rule requirements: identifier:operator:number

Now take the following input

A + 9

Now what would happen is during every reduction attempt we pop from the right most symbol, and then we pop from the right most rule requirement. So as you can see the rule requirement is “number” and the right most input is also a “number”.

This is why this sort of setup seems to work.

Now as for the look ahead symbol since we are now pushing data onto the parse stack left to right instead of the previous right to left, the look ahead will always be the next symbol to the right.

I started writing code that would check if there was a rule match with the parser stack plus the look ahead symbol and if it was it would shift the look ahead symbol to the parser stack and then reduce with the rule it matched with. However, if there was no match it would then try to match a rule with the parse stack alone.

There was a serious problem with this design. I fixed this problem by making it only choose the parser stack plus the look ahead symbol reduction should there be a match for the parser stack alone and also the parser stack plus the look ahead symbol. This solved the problem and my parser could work well with a look ahead symbol, however I then set the following rules:

*E:identifier*

*E:number*

*E:E:operator:E*

*T:E:operator:E:E*

and even tried

*T:E:operator:E:identifier*

I may have also tried

*T:identifier:operator:identifier:identifier*

Once I tried those rules everything went terribly wrong, it appears the reduction of “identifier” into branch “E” and “number” into branch “E” causes issues with the current parser logic.

I am also concerned about the cleanliness of the parser and the approaches I am taking.

It appears I am back to the drawing board.

# Day 12 - 6th September 2016

Today I worked on the parser and made the parser work with a look ahead properly I also made the parser reduce the correct way around rather than the previous opposite. Due to the way a stack works previously the branches were being written backwards this is fixed now. I also fixed a few bugs in the parser and partially implemented the ability of custom branches being set based on rules. E.g the newly reduced branch based on rule “V\_DEF” becomes the “V\_DEF” branch in memory.

I also changed the ParserRule class and made a method that returns the total requirements of its self.

# Day 13 - 7th September 2016

On the 7th of September I ran into problems trying to implement an infinite operator due to the design of the parser. The infinite operator would basically say this rule applies if there is one or infinite of a particular branch.

I then realised at that point that I am going to waste months more trying to get this parser to work so I decided to ditch the rule system all together and that’s exactly what I did. I started rewriting the entire parser and this time the parser would generate branches through code rather than rules.

# Day 14 - 8th September 2016

On the 8th of September I attempted to implement expressions in the newly designed parser but sadly failed even after 3 or 4 attempts.

# Day 15 - 9th September 2016

Today I managed to implement expressions successfully. I also began work on “IF” statements but it did not work, I forgot to invoke the “process\_if\_stmt()” method and will do it tomorrow.

# Day 16 - 10th September 2016

Today I managed to partially implement “IF” statements in the parser, although “ELSE IF” and “ELSE” statements are currently not present.

For the parser I plan to soon make a few more methods for tasks that I believe are repeated quite frequently. This will improve design and partially increase the speed of code development.

# Day 17 - 11th September 2016

Today I implemented the “ELSE” statement but it does not feel right so I will rewrite it differently. Ideally the “ELSE” statement and “ELSE IF” should nest into other “IF” statement children. Currently because I implemented “ELSE” statements I did not consider nesting, nor would their need to be, but with an “ELSE IF” setup the final “ELSE IF” should have the “ELSE” branch.

# Day 18 - 13th September 2016

Today I worked on the parser and everything written for this date is parser related.

I made the “IF”, and “ELSE IF” statements, I also changed the “ELSE” statement. All these statements nest within each other.

I also fixed a bug in the parser where any keyword would be valid for a variable. You could literally type "else var\_name" and the parser would register a variable declaration branch. This is completely illegal and should not be allowed.

I also fixed a bug in the parser where expressions with no valid token caused a segmentation fault. This bug fix did not go as planned and introduced another bug which I then fixed. I do not remember what the bug was.

I created methods that are designed to increase readability and faster development time, I then changed some code in the parser to make it use these methods. I decided to do this because I was writing two statements where it could have been done in one function call.

I implemented the ability to set declared variables to a value while declaring them. This allowed variables to be defined and set at the same time. For example: “uint8 x = 50;”

I also added some code to check for a semicolon after a variable declaration in body statements, this is important as otherwise we cannot guarantee there is a semicolon and the programmer would receive syntax errors that may not make sense.

I also implemented structures in the parser.

I also implemented pointers in the parser although they still do not work in the global scope yet as I want to think about the cleanest way to go about it.

I finally implemented the ability to get addresses of entities using the “&” operator. However, this currently does not work in the global scope and currently does not work when defining and setting the structure variable for example: “struct test a = &b”

# Day 19 - 14th September 2016

On the 14th of September I implemented the “include” macro. This allows people to include other files in their source files. Currently it is possible to crash the program upon including the same file or including something that will lead to the same file being included again. I hope to fix this soon.

I also made the ability to load code generators from DLL files.

# Day 20 - 15th September 2016

On the 15th of September I changed the design a bit and made the Craft compiler its own DLL rather than an executable file. I had to do this due to problems linking other DLL files with the compiler. Since the compiler its self is now a DLL file I have an executable file interfacing with it.

Obviously these DLL files could be Linux equivalents in the future but for now it will work with Windows only.

I also was implementing expressions in the newly created code generator called “8086CodeGen” its target code is for the 8086 processor. These expressions did not work as I did not implement the order of operations the parser.

# Day 21 - 16th September 2016

On the 16th of September I made the parser prioritise multiplication and division before other forms of mathematics, this is known as the order of operations. Before this was implemented problems were present in the code generator when generating expressions, as no order of operations was acknowledged this lead to different results than you would get from a calculator.

# Day 22 - 17th September 2016

On the 17th of September I was writing assembly language in an 8086 emulator to try and find the best code design for functions, this was proven difficult as a lot of variables come into play. For example, a function may have many variables but they may get assigned to either scope variables, argument variables or global variables. The way to access each one of these is completely different from each other. I did not work out the best way to do this on the 17th as it passed midnight.

# Day 23 - 18th September 2016

Today early in the morning continuing from last night, I managed to successfully handle expressions, assignments and functions in the 8086 code generator. I spent a long time compiling code in other compilers and reading the assembly output to try and understand it. The “8cc” compiler assisted me as well as an online C, C++ compiler that pacifically shows you assembly output.

Eventually after studying these compilers I managed to implement a design of my own, although things are done a bit differently which I am not yet sure if it will be a problem in the future.

Should I want to access an argument variable of my own function I access these variables in 16 bit words relative to the base pointer. The offset is “+4” for argument one, “+6” for argument two and so on.

Should I wish to access a scope variable it’s the opposite way, I minus the base pointer starting at offset “-2”. So for example scope variable “a” our first variable would be located at “bp-2” and our second variable “b” would be at “bp-4”.

Global variable access is currently not permitted inside a scope. Functionality for this will be added shortly.

Here is example code as well as assembly offset of early this morning’s accomplishment

uint8 main(uint8 a, uint8 test)

{

  uint8 b;

  b = 10;

  uint8 c;

  b = (50 \* b);

  return b;

}

**Assembly output**

\_main:

push bp

mov bp, sp

mov ax, 10

mov [bp-2], ax

mov ax, 50

mov bx, [bp-2]

mul bx

mov [bp-2], ax

mov ax, [bp-2]

pop bp

ret

In other news while writing code for the code generator I wrote code that could turn a positive to a minus and I forgot that this was legal in most programming languages, Take the expression

-(50 + 10)

The result of that expression should be “-60” the parser currently requires that all operators have a left and right operand, I will need to tweak this design as I would have had to anyway due to the Boolean operator “!” used to turn a false to a true or a true to a false. I will attempt to implement this in the parser and code generator around the same time I implement the Boolean operator “!”

# Day 24 - 19th September 2016

I do not remember exactly what I done on the 19th of September but I know it was either the 19th or 20th that I successfully implemented function calls.

I have decided that I am going to write diary entries as soon as possible for now on, to prevent forgetting important information.

# Day 25 - 20th September 2016

On the 19th or 20th of September 2016 I successfully implemented function calls in the code generator. Any function arguments are pushed to the stack before the function is called.

I also started working on making pointers and accessing memory with these pointers. I did not manage to finish this on the 20th as it passed midnight.

# Day 26 – 21st September 2016

On the 21st of September I was just still trying to implement pointers.

# Day 27 – 23rd September 2016

19:33:

I managed to implement pointer access in the parser this allows one to do things like “return \*a;”, “\*a = 50;” and more.

While implementing this pointer access I realised that the current design of the parser especially in the expressions must be improved and by the looks of it I do not believe it is compatible with structure access. I hope to improve this and implement structure access in expressions.

20:44:

I implemented structure access in the parser, it turns out the current parser design is actually compatible with structure access. The design of the parser is not too bad but improvements could be made in the future.

# Day 28 – 24th September 2016

03:18:

In the 8086 code generator I implemented the ability to access a value that a pointer is pointing at and I also implemented the ability to set the value of the memory a pointer is pointing at.

I have still not made the appropriate classes for some of the branches created for this process.

I am also considering soon making a method for setting registers and the 8086 compiler will store these registers in memory so should a register be set to the exact same thing again it will ignore it, although more thought needs to be taken as if I am not careful I may not reset it during appropriate instructions resulting in problems. It may be best to just finish the code generator and make these amendments later on.

Source code

*uint8 test(uint8\* a)*

*{*

*uint8 c;*

*\*a = \*a + 5;*

*return \*a;*

*}*

*uint8 main(uint8 a)*

*{*

*uint8 b;*

*b = test(&a) + 2;*

*return b;*

*}*

Assembly output:

*\_test:*

*push bp*

*mov bp, sp*

*mov bx, [bp+4]*

*push bx*

*mov bx, [bp+4]*

*mov ax, [bx]*

*pop bx*

*mov cx, 5*

*add ax, cx*

*mov [bx], ax*

*push bx*

*mov bx, [bp+4]*

*mov ax, [bx]*

*pop bx*

*pop bp*

*ret*

*\_main:*

*push bp*

*mov bp, sp*

*mov ax, bp*

*add ax, 4*

*push ax*

*call \_test*

*add sp, 2*

*mov cx, 2*

*add ax, cx*

*mov [bp-4], ax*

*mov ax, [bp-4]*

*pop bp*

*ret*