## LSTM Autoencoder (encode-decode)

This example demonstrates the use of an LSTM-based Autoencoder to encode windows of a time series (p -> k) and reconstruct them (k -> p). This allows evaluation of reconstruction quality.

Prerequisites - Python with PyTorch accessible via reticulate - R packages: daltoolbox, tspredit, daltoolboxdp, ggplot2

# Installing example dependencies (if needed)  
#install.packages("tspredit")  
#install.packages("daltoolboxdp")

# Loading required packages  
library(daltoolbox)  
library(tspredit)  
library(daltoolboxdp)  
library(ggplot2)

# Example dataset (series -> windows)  
data(tsd)  
  
sw\_size <- 5 # sliding window size (p)  
ts <- ts\_data(tsd$y, sw\_size) # convert series into windows with p columns  
  
ts\_head(ts)

## t4 t3 t2 t1 t0  
## [1,] 0.0000000 0.2474040 0.4794255 0.6816388 0.8414710  
## [2,] 0.2474040 0.4794255 0.6816388 0.8414710 0.9489846  
## [3,] 0.4794255 0.6816388 0.8414710 0.9489846 0.9974950  
## [4,] 0.6816388 0.8414710 0.9489846 0.9974950 0.9839859  
## [5,] 0.8414710 0.9489846 0.9974950 0.9839859 0.9092974  
## [6,] 0.9489846 0.9974950 0.9839859 0.9092974 0.7780732

# Normalization (min-max by group)  
preproc <- ts\_norm\_gminmax()  
preproc <- fit(preproc, ts)  
ts <- transform(preproc, ts)  
  
ts\_head(ts)

## t4 t3 t2 t1 t0  
## [1,] 0.5004502 0.6243512 0.7405486 0.8418178 0.9218625  
## [2,] 0.6243512 0.7405486 0.8418178 0.9218625 0.9757058  
## [3,] 0.7405486 0.8418178 0.9218625 0.9757058 1.0000000  
## [4,] 0.8418178 0.9218625 0.9757058 1.0000000 0.9932346  
## [5,] 0.9218625 0.9757058 1.0000000 0.9932346 0.9558303  
## [6,] 0.9757058 1.0000000 0.9932346 0.9558303 0.8901126

# Train/test split  
samp <- ts\_sample(ts, test\_size = 10)  
train <- as.data.frame(samp$train)  
test <- as.data.frame(samp$test)

# Creating the LSTM autoencoder (encode-decode): 5 -> 3 -> 5 dimensions  
auto <- autoenc\_lstm\_ed(5, 3, num\_epochs = 1500)  
  
# Training the model  
auto <- fit(auto, train)

# Learning curves (train and validation loss per epoch)  
fit\_loss <- data.frame(  
 x = 1:length(auto$train\_loss),  
 train\_loss = auto$train\_loss,  
 val\_loss = auto$val\_loss  
)  
grf <- plot\_series(fit\_loss, colors = c('Blue', 'Orange'))  
plot(grf)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAyVBMVEUAAAAAADoAAGYAAP8AOpAAZmYAZrYzMzM6AAA6ADo6AGY6OmY6OpA6ZmY6ZrY6kNtNTU1NTY5Nbm5NjshmAABmADpmAGZmOgBmOmZmOpBmtv9uTU1uTW5uTY5ubqtuq+SOTU2OTW6OTY6Ojm6OyP+QOgCQOjqQ2/+rbk2rbm6rbo6r5P+2ZgC2Zjq2///Ijk3I/8jI///bkDrbtmbb25Db///kq27k////pQD/tmb/yI7/25D/5Kv/5OT//7b//8j//9v//+T///+djb9YAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAMPUlEQVR4nO2diXbcthVAldBV93ocuW0at1XaulWTuFbi2jItO3bE//+okDNcwOEGcIAH8M2952h2gk+4g4Xbm4sCVHMROwAIC4KVg2DlIFg5CFaOk+BfwoZYI9jlwxAXBCsHwcpBsHIQrBwEKwfBykGwchCsHAQrx7fgPM9PiAa840twLTbPMZwWngQ3YhGcGghWjmfBjMGp4XkMLvCbGAhWDoKVg2DlIFg5CFYOgpWDYOUsCb7f7Z7vH9zudk9+6C3TA8GJsiD40z+++/C3yuvDN98dL9MDwYmyIPjD398e1JYP6gXak+V7IDhRFgTfX5Wdc9VH33/xbHfVX6YHghPFVnDx49vi7nlvmR6GYI43pIRtF11xd91bpkcnmCOGSWE7yaqasl0LRnBSWG0mffrnD9Vm0nV/mR4ITpQAOzrwmxJBBJ8aFPgDwcpBsHIQrBwEK8en4MMfgpPCo+BmExjBKYFg5SBYOZ4FMwanBoKVg2DlMAYrx79gDiYlRRDBGE4H/2MwgpPC5xX+lVgEJ0YQwT4CAz/4EZwjOFUQrJxggvGcBqHGYFpyIvgV3G0GIzgREKycUIIZgxMhoODTg4PTQbByEKwcBCsHwcpBsHIQrBwEKwfBygkiOOfcymQIJThHcBr4EZwhOFUQrJxQghmDEyHQGMwsOhX8npOF4OSwzvje5SK1FcwwnAK2yUiL4sMzF8FMtBLBOp3wwzf/2gsez/g+NotGcApYJwS/u57pohGcLLaCy6a8QnCAgMEN2y76brdrE0bbbCbhNxHsJ1lzs2gEJ4t1xncEb5NQe7IQnAiB9kUjOBUQrJyAhwsRnAIBz+hAcAogWDmBBGcITgQ2k5SDYOUwBisHwcpBsHLYk6UcBCsHwcoJOgZjOD6BBSM5NmEF04yjE3YzCcHRQbByAl181nTO+I1NcMFeooTVIFg5gfdFIzg2CFZO4LMqERwbBCsHwcphDFYOgpUTXHCO46iEFZzlGI5MUMEZgqMT9ngwgqMjIdhHnLASgS468xEnrESgBWcYjgiClYNg5UgI9hEnrATByvEpeHhMCcHRsc74ftulfkfwhrBNRnp/VWesLBC8KawzvhcI3iTWGd+Lu0MXPZPSH8EJYi+4e4DgDeHQRbcJo+0F5wiOjcMka0ULRnB0rDO+37Y/2YDgLeHz2iQEJ4hPwVNHhfPeB08KF1yRFXz4GAjic1/0pOCs/zEQxJPgYn+O+4TgrD0ijGBxZAUzBovjU7DZK08KPiFWWIE3wT21R4Jzo48+KVpwRkRwN81CsDQCgs15NIKl8T0GTwjuPnRCrLAC37PoccHmh0AUGcHMoqOBYOUICWaSFQsEK0dKcL07C8HShBF8tFc6O7yeIVieMNvBA8FVAyatUgzC7Mka/tzs/nUEy4Ng5UgKLhAsj8gYXL9cIFgef4KLYnIWjeB4hBE8eoY028Ex8C04R3BaSArOMgSLE0bw6LVKzc4OkMS34ALBaeFdcKc5Q3ACIFg5ooJzBIsjKHh/gjRXCwsTRXBOQxZDXHDDSVGDNQEFD3Z3IDgCPgXX4jqHCI6PpGCzTZ8YNtgSUPBIFmnjYOKJcYMl4cbgYkowmRwk8Sq4aAU3TxEcGwQrxzbj+8N/d7ur/jIjWAlmliWJbTLSu6vS8XQy0hp7wZ7ChyU8pROuWRJMAxbHISH4IaX/eMb3GgQnh73gsrfuLzNCM4XqniI4MtZd9Ie/Nn4XzslCcFLYTrIOt71lhjgI5rCwELYZ3293uzblO4I3hO8dHbZjMIKF8Ct4D2NwSsQSTAsWAsHKQbByZASP7JXOGIhFiCW4fh1CE60FI1gGWrBywgjOu0dzgtcEDG74F2y4WxC8LmJwIqZgNpUEiCoYw+GRGYPHQbAAAQS3LPhFsAQxBXdNHYIRWzCGAxNS8JjhQYo0t3DBlaCCRwwjWJjYgplnBUZCsCl69Ad3aMjhkBE8maY0y5q8Di4BgD1Cgo9S/hu+ERyW6IJzBAdFYjPJfDzMJJ1x9k5IUhCM34BEF0wDDovgGGzkwDtuwAgORljBxrFDBMdBWvAQ8nYERVDw1HkdxmOXKMAKKcGjbgeCMewdBCsnsODW2rTgHi5hgA1Sgi0Nu4QBNogJLqxbMZp9IjaLLtrdHhiWJLTg3sF8a8EY9gaClSMquE2zNEOz1eSyDphGVnDzyrhTGnEAEKwc24zvTTZhYxkrhq6ONE721Q4rgWlsk5EWn75+EkrweAvGsRds0wk/fPu91xbMhUtCOCQEPwiezfg+wlDT0CNNOBzOggvHSdYI9oZPXBG4/CiHZ8H1GQBTYzCbw56wnmR5FNx127XEwS8NG9K5cuk0bDO+exXc0JM4i681nh/Bd3TM0epbHI99rfH82IhgDK8lquCR64fZZvJMXMEVA8EY9kl6gqfxutpzIQ3B7LgMRiKCFxSz22M16QkuRsRm7WOvqz4H0hJcFOOCjcde130GpCC4HYSLuSkXglcRXXDbcjvB8+Oxz5WfASkKnvWLYTdSEdwcM7LbKvYZgHKiCz46Gmi528NrBKqJL7hPThP2S2KCDXsI9kK6gnvTryP4tQdrtimYRmxNYoLNKdeIYPJ5OJOaYJN8Mb2HUCBbJmXBDUfjL4Zd2ILgmQRq0pFsj00I7pKa0k+7sg3BvT2aGHZhY4KZa7miQjCKp9mKYPO8gMk5V4y4UmczgmumDdOQR9ma4Ip8LHE8ksfZouA9k4I7/bFDTILNCnZIbZqb5wS1i/aLivEfiLBdwdOGJy9uOhLf6+yPSx1dn91XIanvy4YFOzRiS+xKtIrKDLB+VJj3wyeB2LTgYmhk+trEIBxFMBbR8MP92LsnQSpo64IPDOpS2LMzZsS9+PsZtj2gQ/DoltMeN9HOX4tM5JvUu1K+cGvtSgQbxHXhgM9wpqtDn+DFnZr7ym1sJya9ZTSupWDHakOh4Ja8Py92cdnpzyaWzYxH2egnHFe5gmHxw0rQLLjG+M/NyvG+kTVmIDO/K36LHn958N+fgeDBmZp1RdT33e1YNQZtgwEKH/zz5yB4irH6aN44fm+kJo06zRfP/wxMNnn5tHXG9y71uxrBq8i7HZaD+uzq2PhUP/mqHeu/KoN4bZORGllJz1vwLGM1vK6A/GjcaF509WudTtjIK4xgSU79ztgmBG8fuGZ8h7g4Cy5owZuCLlo5TLKUY53xnc2kbXLOOzrOAgQrB8HKQbByEKycVYJhQ6wQPP09iQgRzEaAYOURnCoYEgfBykGwchCsHAQr5zTBxpEmcW53uyfNsa4Ycex/VtlcvXgQ+wiWquEkweaxYmkOZyEcIogRx6evy3o1Vy8exD6CxWo4SbB5toc05brbCCLE8fDt92X7MVcvHUQbQTFbDScJNs/Xkub+i2e7qzqCKHHsT4YwVi8fxD6CpWrYrODix7fFXbS6LVIRvFgNm+2iK+6uo3XRh+qN2UXXgouFatjsJKv6ut49jzfJ2ldv1ElW24fMVsOmN5Ouo22hFCltJs1WAzs6lINg5SBYOQhWDoKVg2DlIFg5CFYOgpWDYOUgWDkIVg6ClYNg5SBYOQhWDoKVg2DlIFg5CFYOgpWDYOUgWDkIVg6ClYNg5SBYOQhWDoKVg2DlIFg5CFYOgpWDYOUgWDkIVg6ClYNg5SBYOQhWDoKVg2DlIFg5CFYOgpWDYOUgWDkqBX/8y5vuyfvfGU+Onq2jKcNHWcHZvOAsywavzdS8lZQ8z+feRrAE2ZDmrZ/+ffHo9W///PnLVxcXl6WG179/Wt4fKKWUrz6uPtPetuQD2rdePd7/1SW+WS4rFTQKrmr+/a9vqruPf3pZCv7Ny/K+eat69sebd5dF+drhtl1uRnBZ1k//uWlKfLNcVipsVnBN32xNJbiS8P5XF5+VUl7v5TRv/b9szC++Kt+63H/g8njh2vPxi/+7ef+HtsRG8HJZ0dm64KkxuJLw7vOqfY0L3gtpb48YG4PfXZYLNSX2Bc+WFZvNCx6jEXxZvBu24EO3+qpS8/hwa1Xmxy+/fNmW2O+incuSRKXgj08flVLLu4tfPP3qWHA1MSob2ouLi0dv6lsrXlwWbYnmJGtNWYKoFAwdZyO4HCBLPrtJrazQnI3gcwXBykGwchCsHAQrB8HKQbByEKwcBCsHwcpBsHIQrBwEKwfBykGwchCsHAQrB8HK+RnIMw+9YrIDJAAAAABJRU5ErkJggg==)

# Testing the autoencoder (reconstruction)  
# Show samples from the test set and the reconstruction (p columns)  
print(head(test))

## t4 t3 t2 t1 t0  
## 1 0.7258342 0.8294719 0.9126527 0.9702046 0.9985496  
## 2 0.8294719 0.9126527 0.9702046 0.9985496 0.9959251  
## 3 0.9126527 0.9702046 0.9985496 0.9959251 0.9624944  
## 4 0.9702046 0.9985496 0.9959251 0.9624944 0.9003360  
## 5 0.9985496 0.9959251 0.9624944 0.9003360 0.8133146  
## 6 0.9959251 0.9624944 0.9003360 0.8133146 0.7068409

result <- transform(auto, test)  
print(head(result))

## , , 1  
##   
## [,1]  
## [1,] 0.7997973  
## [2,] 0.8646951  
## [3,] 0.9034651  
## [4,] 0.9188786  
## [5,] 0.9134160  
## [6,] 0.8866847  
##   
## , , 2  
##   
## [,1]  
## [1,] 0.8511678  
## [2,] 0.9159856  
## [3,] 0.9539125  
## [4,] 0.9673032  
## [5,] 0.9579203  
## [6,] 0.9242241  
##   
## , , 3  
##   
## [,1]  
## [1,] 0.9180793  
## [2,] 0.9504400  
## [3,] 0.9640192  
## [4,] 0.9595354  
## [5,] 0.9353459  
## [6,] 0.8858985  
##   
## , , 4  
##   
## [,1]  
## [1,] 0.9197212  
## [2,] 0.9498117  
## [3,] 0.9620316  
## [4,] 0.9568043  
## [5,] 0.9322043  
## [6,] 0.8824397  
##   
## , , 5  
##   
## [,1]  
## [1,] 0.8798600  
## [2,] 0.9241683  
## [3,] 0.9467803  
## [4,] 0.9491415  
## [5,] 0.9310132  
## [6,] 0.8885332

# Reconstruction metrics per column: R2 and MAPE  
result <- as.data.frame(result)  
names(result) <- names(test)  
r2 <- c()  
mape <- c()  
for (col in names(test)){  
 r2\_col <- cor(test[col], result[col])^2  
 r2 <- append(r2, r2\_col)  
 mape\_col <- mean((abs((result[col] - test[col]))/test[col])[[col]])  
 mape <- append(mape, mape\_col)  
 print(paste(col, 'R2 test:', r2\_col, 'MAPE:', mape\_col))  
}

## [1] "t4 R2 test: 0.561260776297862 MAPE: 0.113471487832331"  
## [1] "t3 R2 test: 0.971261207507135 MAPE: 0.0510837530817092"  
## [1] "t2 R2 test: 0.990336627650777 MAPE: 0.0570473070101644"  
## [1] "t1 R2 test: 0.955381777118428 MAPE: 0.0633677010039943"  
## [1] "t0 R2 test: 0.85316807938989 MAPE: 0.298562692035093"

print(paste('Means R2 test:', mean(r2), 'MAPE:', mean(mape)))

## [1] "Means R2 test: 0.866281693592818 MAPE: 0.116706588192658"