## Variational Autoencoder (encode-decode)

This example uses a Variational Autoencoder (VAE) to encode windows of a time series (p -> k) and reconstruct them (k -> p). We evaluate reconstruction quality at the end.

Prerequisites - Python with PyTorch accessible via reticulate - R packages: daltoolbox, tspredit, daltoolboxdp, ggplot2

# Installing example dependencies (if needed)  
#install.packages("tspredit")  
#install.packages("daltoolboxdp")

# Loading required packages  
library(daltoolbox)  
library(tspredit)  
library(daltoolboxdp)  
library(ggplot2)

# Example dataset (series -> windows)  
data(tsd)  
  
sw\_size <- 5 # sliding window size (p)  
ts <- ts\_data(tsd$y, sw\_size) # convert series into windows with p columns  
  
ts\_head(ts)

## t4 t3 t2 t1 t0  
## [1,] 0.0000000 0.2474040 0.4794255 0.6816388 0.8414710  
## [2,] 0.2474040 0.4794255 0.6816388 0.8414710 0.9489846  
## [3,] 0.4794255 0.6816388 0.8414710 0.9489846 0.9974950  
## [4,] 0.6816388 0.8414710 0.9489846 0.9974950 0.9839859  
## [5,] 0.8414710 0.9489846 0.9974950 0.9839859 0.9092974  
## [6,] 0.9489846 0.9974950 0.9839859 0.9092974 0.7780732

# Normalization (min-max by group)  
preproc <- ts\_norm\_gminmax()  
preproc <- fit(preproc, ts)  
ts <- transform(preproc, ts)  
  
ts\_head(ts)

## t4 t3 t2 t1 t0  
## [1,] 0.5004502 0.6243512 0.7405486 0.8418178 0.9218625  
## [2,] 0.6243512 0.7405486 0.8418178 0.9218625 0.9757058  
## [3,] 0.7405486 0.8418178 0.9218625 0.9757058 1.0000000  
## [4,] 0.8418178 0.9218625 0.9757058 1.0000000 0.9932346  
## [5,] 0.9218625 0.9757058 1.0000000 0.9932346 0.9558303  
## [6,] 0.9757058 1.0000000 0.9932346 0.9558303 0.8901126

# Train/test split  
samp <- ts\_sample(ts, test\_size = 10)  
train <- as.data.frame(samp$train)  
test <- as.data.frame(samp$test)

# Creating the VAE (encode-decode): 5 -> 3 -> 5 dimensions  
auto <- autoenc\_variational\_ed(5, 3, num\_epochs = 350)  
  
# Training the model  
auto <- fit(auto, train)

# Learning curves (total loss per epoch)  
fit\_loss <- data.frame(  
 x = 1:length(auto$train\_loss),  
 train\_loss = auto$train\_loss,  
 val\_loss = auto$val\_loss  
)  
grf <- plot\_series(fit\_loss, colors = c('Blue', 'Orange'))  
plot(grf)

![](data:image/png;base64,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)

# Testing the VAE (reconstruction)  
# Show samples from the test set and the reconstruction (p columns)  
print(head(test))

## t4 t3 t2 t1 t0  
## 1 0.7258342 0.8294719 0.9126527 0.9702046 0.9985496  
## 2 0.8294719 0.9126527 0.9702046 0.9985496 0.9959251  
## 3 0.9126527 0.9702046 0.9985496 0.9959251 0.9624944  
## 4 0.9702046 0.9985496 0.9959251 0.9624944 0.9003360  
## 5 0.9985496 0.9959251 0.9624944 0.9003360 0.8133146  
## 6 0.9959251 0.9624944 0.9003360 0.8133146 0.7068409

result <- transform(auto, test)  
print(head(result))

## [,1] [,2] [,3] [,4] [,5]  
## [1,] 0.8071037 0.8839456 0.9235039 0.9364576 0.9174469  
## [2,] 0.8805355 0.9329878 0.9554187 0.9565635 0.9348084  
## [3,] 0.9282483 0.9614258 0.9734541 0.9689479 0.9457865  
## [4,] 0.9348525 0.9613512 0.9708198 0.9604455 0.9279594  
## [5,] 0.9242899 0.9490580 0.9566986 0.9361385 0.8879006  
## [6,] 0.8956394 0.9120023 0.9081998 0.8482626 0.7605813

# Reconstruction metrics per column: R2 and MAPE  
result <- as.data.frame(result)  
names(result) <- names(test)  
r2 <- c()  
mape <- c()  
for (col in names(test)){  
 r2\_col <- cor(test[col], result[col])^2  
 r2 <- append(r2, r2\_col)  
 mape\_col <- mean((abs((result[col] - test[col]))/test[col])[[col]])  
 mape <- append(mape, mape\_col)  
 print(paste(col, 'R2 test:', r2\_col, 'MAPE:', mape\_col))  
}

## [1] "t4 R2 test: 0.644790512456556 MAPE: 0.0727556162501155"  
## [1] "t3 R2 test: 0.944702721983695 MAPE: 0.0314592201315734"  
## [1] "t2 R2 test: 0.992216959454082 MAPE: 0.0278671422317738"  
## [1] "t1 R2 test: 0.984686040696791 MAPE: 0.0362499822924795"  
## [1] "t0 R2 test: 0.972843144845923 MAPE: 0.0637566881377363"

print(paste('Means R2 test:', mean(r2), 'MAPE:', mean(mape)))

## [1] "Means R2 test: 0.907847875887409 MAPE: 0.0464177298087357"