# Computer model calibration as a method of selecting material properties for design of a wind turbine blade

**Title:** Computer model calibration as a method for design, with an application to wind turbine blades

**Abstract:** Computer simulations have become a common means of studying phenomena for which it is difficult to acquire data through direct physical experimentation. Often these computer models contain unknown inputs, called calibration inputs, the values of which must be estimated for successful simulation. The value of a calibration input may be estimated, for example, by combining observations of the simulator output with real-world experimental data. Previous explorations of computer model calibration have approached calibration as a matter of bringing a computer model into agreement with physical reality. In the present work, we consider computer model calibration as a method for design. Under this framework, we calibrate a computer model not using physical experimental data, but rather using “desired data” which describes the performance one hopes to achieve in the simulated system. We illustrate this technique using a finite element simulation of wind turbine blade performance. We create a Gaussian process emulator of the finite element output and use Markov chain Monte Carlo sampling to calibrate the parameters of the emulator. Whereas in traditional model calibration, the result of calibration would be to discover the settings that allow a simulation to approximate reality, here the result of calibration is to discover settings that allow the simulation to approximate the desired performance outcome.
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