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| Problématique |
| L’extraction d’ensemble d’éléments (itemsets)à haute valeur utile est un domaine émergent de la data science, qui consiste à découvrir des ensembles d’éléments (itemset) qui ont une grande importance dans les bases de données. L’utilité d’un ‘itemset’ peut être mesurée suivant plusieurs critères comme le profit, la fréquence ou le poids. Une application populaire des ‘itemsets’ à grande valeur utile est de découvrir dans les transactions tous les ensembles d’articles achetés ensemble par les clients et qui ont généré des bénéfices élevés.  Cependant, l’application de ces approchessouffrede problèmes de clarté des données (data sparsity) et de problèmes de grande dimensionnalité.  Pour pallier ces problèmes, une idée serait d’adapterun modèle d’apprentissage automatique (machine learning) pour apprendre ces représentations d’’itemsets’ à haute valeur utile puis à catégoriser efficacement les données sur la base de ces dernières. |

|  |
| --- |
| Objectifs |
| L’objectif de ce mémoire est de développer un modèle pour l’apprentissage automatique du plongement (embedding) des transactions sur la base des ‘itemsets’ à haute valeur utile. |

|  |
| --- |
| Approche méthodologique |
| Notre approche est une extension de l’approche Trans2Vec [1] pour le développement d’un modèle d’apprentissage des plongements des transactions sur la base des ‘itemsets’ fréquents.  En se basant sur les ‘itemsets’ à haute valeur utile et donc avecdes données plus riches nous pensons que notre approche va nous permettre d’obtenir de meilleurs résultats.  Ces deux approches sont une adaptation des travaux réalisés en [3] du word embedding pour le traitement du langage naturel (Natural language processing ou NLP) au domaine du pattern/itemset mining. |

|  |
| --- |
| Plan de travail |
| 1. Étudier les différentes approches pour l’extraction d’ensemble d’éléments (itemsets)à haute valeur utile et choisir un des algorithmes en utilisant comme critère l’efficacité. On préconise le choix de l’algorithmeEFIM qui est un des plus performants. [2]. 2. Étudier l’approche Trans2Vec [1] pour le développement d’un modèle d’apprentissage des plongements des transactions sur la base des ‘itemsets’ fréquents. 3. Développer le modèle pour l’apprentissage automatique du plongement (embedding) des transactions sur la base des ‘itemsets’ à haute valeur utileen combinant les idées implémentées dans l’algorithme d’extraction d’itemsets choisi dans l’étape 1 avec la logique du modèle d’apprentissage des plongements des transactions vues dans l’étape 2.   Après une première phase au cours de laquelle le candidat devra se familiariser avec les outils  de l’approche neuro-flous, il se concentrera à la mise en œuvre d'un algorithme efficace afin  de considérer la plus grande classe possible de systèmes non linéaires en tenant compte des  données de mesures bruitées.  Unevalidationdecetrav  Après une première phase au cours de laquelle le candidat devra se familiariser avec les outils  de l’approche neuro-flous, il se concentrera à la mise en œuvre d'un algorithme efficace afin  de considérer la plus grande classe possible de systèmes non linéaires en tenant compte des  données de mesures bruitées.  Unevalidationdecetr |
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