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Experiments

All the experiments were run with an Nvidia GeForce GPU and Intel CPU, with a physical memory (RAM) size of 8 GB. Tabular Q-learning and SARSA were the baseline methods chosen. Our initial approach was to experiment with the performance of discrete observation and action space methods on continuous observation and control tasks. As the ranges were [-inf, inf] for each observation, we sampled across ~10k observations and clipped the maximum and minimum ranges to [-25, 25]. We discretized the continuous values into 2 buckets categorized into {0, 1}, for both the action and observation spaces. We varied the learning rate starting from {0.2, 0.3, …, 0.9}. Other parameters chosen were: = 0.99, number of episodes (epochs) = 500 and number of steps per episode = 1000. Actions were selected using an epsilon-greedy policy with decaying at a rate of . The following curves were observed for Tabular Q-learning and SARSA. As seen, for all cases Q-learning obtained a better average reward over SARSA. This can be attributed to the off-policy updates of Q-learning compared to the on-policy updates of SARSA.

It was followed by DDPG as it was known to perform well on continuous control tasks. The parameter values taken were: = 0.4, = 0.99, = 0.15, = 0.0, = 0.3, = 10000, = 100. The actor network had 2 hidden layers with 32 and 16 neurons for the 1st and 2nd hidden layers respectively. The critic network had 3 hidden layers with 32, 16, and 1 neuron for the 1st, 2nd and 3rd hidden layers respectively. The architecture of both the actor and critic networks were varied. Adaptive moment estimation (Adam) optimizer was used. The critic network was trained on minibatch size = n and the actor network on minibatch size = 1. Number of episodes (epochs) = 10 and number of steps per episode = 1000. We observe that DDPG obtains good rewards in very few episodes.

Policy Gradient

Until now, we considered action-value estimates for learning an optimal policy. As the observation and action spaces tend to grow, tabular methods prove inefficient due to the exponential growth of Q-table size, resulting in the curse of dimensionality problem. Now, we consider the class of methods that can select actions without using a value function. These are called as policy gradient methods. This method is applicable for learning optimal policies in the continuous observation space, using probability distributions over the action space.

For this, we use a parameterized policy given by where, is the policy’s parameter vector. Like the weight parameter vector ‘w’ we use for approximate action-value functions , here we use . The constraints on policy parameterization are:

1. is differentiable with respect to parameter i.e.,

In order to satisfy the above-mentioned conditions/constraints, we use a “softmax policy parameterization”.

/ – (1)

is knows as parameterized numerical preferences where . The action with the highest preferences in each state are given the highest probabilities of being selected according to equation (1). Numerical preferences can be computed by a deep Artificial Neural Network, where is the vector of all connection weights of the network or could simply be linear in features.

where is some feature vector.

The goal of RL is maximizing rewards in the long run In the policy gradient case, our objective maximizing the average reward hence, we use gradient ascent.

=

=

From product rule of calculus,

+

The challenge of this method lies in computing the gradient of the state distribution as it changes with . To address this, we use the “policy gradient theorem” which returns a simplified expression independent of .

Deep Deterministic Policy Gradient

Earlier method worked well with discrete action spaces but fails for continuous control problems. Deep Deterministic Policy Gradient (DDPG) incorporates Deterministic Policy Gradient (DPG) into the Actor-Critic structure to extend to continuous action spaces. It relies on off-policy updates using target networks.

DDPG makes use of 4 networks in total – actor network, critic network, target-actor network, and target-critic network. The actor network computes the deterministic policy

), where are the weights for the actor network. However, this policy might not explore the full state and action space. To encourage exploration, it makes use of a random process called the Ornstein-Uhlenbeck Noise . In a continuous setting, it is defined as

. In the discrete case,

: noise at time ‘t’

: decay or growth rate of the system

: asymptotic mean

: variation or size of noise

W: wiener process

The Weiner process also known as Brownian motion is a stationary process with white noise increments of a noise distribution with = 0 and = 1.

The Critic network ) evaluates state-action pairs where are its weights. The target actor and critic network denoted by and with weights and respectively are a soft copy of the weights of actor and critic network and respectively.

Replay Buffer *R* stores the transition dynamics of the environment i.e., *R* = ; t where is the memory limit. Whenever an agent takes an action in the environment, the transition tuple is added to the replay buffer. The objective of the critic network is minimizing the temporal difference between the target-critic network’s output and the estimated Q-value from its network.

): estimated target-actor network’s policy

): estimated actor network’s policy

: estimated target-critic network’s Q-value

: estimated critic network’s Q-value

n: number of random samples from replay buffer

L: critic loss

The objective of the actor network is to learn the optimal policy that maximizes the expected return. It uses the policy gradient to achieve its goal.

Across ‘n’ minibatch samples from replay buffer,

The target networks are updated using a moving average equation with parameter , which indicates the fraction of weights carried over from the original actor-critic networks to the corresponding target networks.

The pseudocode for DDPG is illustrated below
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