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**1. Using the nomeclature of Chapters 3 and 4 in *Patterns for Parallel Programming*, how would you characterize (describe and or justify your answers):**

**1.1 The decomposition of the problem (task or data)**

The algorithm is based on the data geometric decomposition. We partition the whole array into blocks and each block has its own process created. All the processes have the same task: updating its own block. In our problem, the matrix is divides into blocks by row, the decomposition is linear in row dimension.

**1.2 The dependencies between the decomposed parts of the problem**

If two blocks are adjacent in the matrix, the corresponding process only has to synchronize those values on the boundary between them. In our problem, the boundary is the first and last rows for each block.

**1.3 The algorithms structure of your solution**

My algorithm is based on geometric data decomposition. The algorithm equally partition the matrix (d by d, and assume d = M x p) into M blocks by row. Then, it creates M processes as well as M small arrays for each p by d block. Each process updates its own block during the iterations. When updating the first row and the last row, the algorithm creates 2 surrogate arrays: top and bottom. For the i-th process, the top surrogate array stores the last row in the i-1 th block and the bottom surrogate array stores the first row in the i+1 th block. These surrogate arrays need to be synchronized after all blocks are updated. The synchronization has 2 steps:

1. Even processes send the first row and last row in their blocks to the surrogate arrays in their adjacent odd process. For example, the second process need to send the first row in the second block to the bottom surrogate array for the first process and send the last row to the top surrogate array for the third process.

2. Similarly even processes send their first row and last row in their blocks to surrogate arrays in their adjacent odd processes.

After the synchronization, data from all the blocks will be merged into a single array and printed out by the master process.

**2. Consider an alternative spatial decomposition in which we divide the grid recursively into smaller squares.**

**2.1 What are the relative advantages and disadvantages of this decomposition when compared with the horizontal slicing of the space in your implementation?**

Advantages:

This decomposition could get at most n2 partition whereas the horizontal slicing could get at most n partitions. So this new decomposition could get a better partition of the data and thus increase the overall parallelism.

Disadvantages:

In this decomposition each process will have 8 adjacent processes, whereas in the horizontal slicing each process only has 2 adjacent processes. Thus the new decomposition may bring more communication between processes as well as more interference.

**2.2 On the number and size of MPI messages in the simulation?**

**In the new decomposition:**

The decomposition using K by K partition

The number of MPI message: 8K2

The size of each MPI message: 1 or ![](data:image/x-wmf;base64,183GmgAAAAAAAOAB4AMBCQAAAAAQXAEACQAAA4kBAAAEAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgA+ABCwAAACYGDwAMAE1hdGhUeXBlAADAABIAAAAmBg8AGgD/////AAAQAAAAwP///7j///+gAQAAmAMAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgACQAAFAAAAEwIAApwBBQAAAAkCAAAAAgUAAAAUAm4BkQAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AvN0SAHlIcXVAkXR1gSFmCwQAAAAtAQEACQAAADIKAAAAAAEAAABueQADBQAAABQCjANkABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC83RIAeUhxdUCRdHWBIWYLBAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAS3kAA5IAAAAmBg8AGgFBcHBzTUZDQwEA8wAAAPMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQADAAsAAAEAAgCDbgAAAQACAINLAAAAAAAKAAAAJgYPAAoA/////wEAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQEBABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAgSFmCwAACgA4AIoBAAAAAP/////w5xIABAAAAC0BAwAEAAAA8AECAAMAAAAAAA==)

The total size of MPI message: ![](data:image/x-wmf;base64,183GmgAAAAAAAAAHAAIBCQAAAAAQWwEACQAAA9wBAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAHCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////ABgAAtQEAAAUAAAAJAgAAAAIFAAAAFAL0AEkGHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuALzdEgB5SHF1QJF0dX8hZscEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAqABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AvN0SAHlIcXVAkXR1fyFmxwQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAADQ0CAQAAwUAAAAUAqABAAEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AvN0SAHlIcXVAkXR1fyFmxwQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAG5LS0TAAFQDAAMFAAAAFAKgASgDHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHVoIQpFkHUwALzdEgB5SHF1QJF0dX8hZscEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAArNAADnwAAACYGDwA0AUFwcHNNRkNDAQANAQAADQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYFRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAiDQAAgCDbgACAINLAAIEhisAKwIAiDQAAgCDSwADABwAAAsBAQEAAgCIMgAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ax38hZscAAAoAOACKAQAAAAAAAAAA8OcSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

**In the horizontal slicing:**

The decomposition using K by K partition

The number of MPI message: 2K2

The size of each MPI message: n.

The total size of MPI message: ![](data:image/x-wmf;base64,183GmgAAAAAAAKADAAIBCQAAAACwXwEACQAAA58BAAACAJcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqADCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAwAAtQEAAAUAAAAJAgAAAAIFAAAAFAL0APUCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuALzdEgB5SHF1QJF0dXchZlYEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAqABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AvN0SAHlIcXVAkXR1dyFmVgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADJ5AAMFAAAAFAKgAQABHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuALzdEgB5SHF1QJF0dXchZlYEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABuS8AAAAOXAAAAJgYPACQBQXBwc01GQ0MBAP0AAAD9AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgVEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCIMgACAINuAAIAg0sAAwAcAAALAQEBAAIAiDIAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAFZ3IWZWAAAKADgAigEAAAAAAQAAAPDnEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

**2.3 On the memory overhead at each processor?**

**In the new decomposition:**

Memory overhead at each process: ![](data:image/x-wmf;base64,183GmgAAAAAAAIAF4AMBCQAAAABwWAEACQAAA/oBAAAEAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgA4AFCwAAACYGDwAMAE1hdGhUeXBlAADAABIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9ABQAAmAMAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgACugEFAAAAEwIAAhYDBQAAAAkCAAAAAgUAAAAUAmACOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AvN0SAHlIcXVAkXR1SR5mYgQAAAAtAQEACgAAADIKAAAAAAIAAAA0NEQEAAMFAAAAFAJuAQsCHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuALzdEgB5SHF1QJF0dUkeZmIEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAABuNAADBQAAABQCjAPeARwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC83RIAeUhxdUCRdHVJHmZiBAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAASzQAAwUAAAAUAmACJAEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdWkhCiwQdjAAvN0SAHlIcXVAkXR1SR5mYgQAAAAtAQIABAAAAPABAQAKAAAAMgoAAAAAAgAAANcrQAIAA50AAAAmBg8AMAFBcHBzTUZDQwEACQEAAAkBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIg0AAIEhsUi1wMACwAAAQACAINuAAABAAIAg0sAAAACBIYrACsCAIg0AAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAQAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAEkeZmIAAAoAOACKAQAAAAD/////8OcSAAQAAAAtAQMABAAAAPABAgADAAAAAAA=)

**In the horizontal slicing:**

For K2 partition, the memory over head at each process: ![](data:image/x-wmf;base64,183GmgAAAAAAAAACwAEDCQAAAADSXQEACQAAA2EBAAACAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAQACCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuALzdEgB5SHF1QJF0dZUhZlcEAAAALQEAAAkAAAAyCgAAAAABAAAAMnkAAwUAAAAUAmABAAEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AvN0SAHlIcXVAkXR1lSFmVwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAG55AAOMAAAAJgYPAA4BQXBwc01GQ0MBAOcAAADnAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgVEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCIMgACAINuAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AV5UhZlcAAAoAOACKAQAAAAAAAAAA8OcSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

**2.4 On the flexibility of decomposition?**

In the new decomposition using K by K partition, the total size of MPI message is ![](data:image/x-wmf;base64,183GmgAAAAAAAAAHAAIBCQAAAAAQWwEACQAAA9wBAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAHCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////ABgAAtQEAAAUAAAAJAgAAAAIFAAAAFAL0AEkGHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuALzdEgB5SHF1QJF0dX8hZscEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAqABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AvN0SAHlIcXVAkXR1fyFmxwQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAADQ0CAQAAwUAAAAUAqABAAEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AvN0SAHlIcXVAkXR1fyFmxwQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAG5LS0TAAFQDAAMFAAAAFAKgASgDHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHVoIQpFkHUwALzdEgB5SHF1QJF0dX8hZscEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAArNAADnwAAACYGDwA0AUFwcHNNRkNDAQANAQAADQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYFRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAiDQAAgCDbgACAINLAAIEhisAKwIAiDQAAgCDSwADABwAAAsBAQEAAgCIMgAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ax38hZscAAAoAOACKAQAAAAAAAAAA8OcSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), the total memory overhead is ![](data:image/x-wmf;base64,183GmgAAAAAAAAAHAAIBCQAAAAAQWwEACQAAA9wBAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAHCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////ABgAAtQEAAAUAAAAJAgAAAAIFAAAAFAL0AEkGHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuALzdEgB5SHF1QJF0dX8hZscEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAqABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AvN0SAHlIcXVAkXR1fyFmxwQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAADQ0CAQAAwUAAAAUAqABAAEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AvN0SAHlIcXVAkXR1fyFmxwQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAG5LS0TAAFQDAAMFAAAAFAKgASgDHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHVoIQpFkHUwALzdEgB5SHF1QJF0dX8hZscEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAArNAADnwAAACYGDwA0AUFwcHNNRkNDAQANAQAADQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYFRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAiDQAAgCDbgACAINLAAIEhisAKwIAiDQAAgCDSwADABwAAAsBAQEAAgCIMgAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ax38hZscAAAoAOACKAQAAAAAAAAAA8OcSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

In the horizontal slicing using K2 partition, the total size of MPI message is ![](data:image/x-wmf;base64,183GmgAAAAAAAKADAAIBCQAAAACwXwEACQAAA58BAAACAJcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqADCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAwAAtQEAAAUAAAAJAgAAAAIFAAAAFAL0APUCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuALzdEgB5SHF1QJF0dXchZlYEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAqABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AvN0SAHlIcXVAkXR1dyFmVgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADJ5AAMFAAAAFAKgAQABHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuALzdEgB5SHF1QJF0dXchZlYEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABuS8AAAAOXAAAAJgYPACQBQXBwc01GQ0MBAP0AAAD9AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgVEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCIMgACAINuAAIAg0sAAwAcAAALAQEBAAIAiDIAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAFZ3IWZWAAAKADgAigEAAAAAAQAAAPDnEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA), the total memory overhead is ![](data:image/x-wmf;base64,183GmgAAAAAAAKADAAIBCQAAAACwXwEACQAAA58BAAACAJcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqADCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAwAAtQEAAAUAAAAJAgAAAAIFAAAAFAL0APUCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuALzdEgB5SHF1QJF0dXchZlYEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAqABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AvN0SAHlIcXVAkXR1dyFmVgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADJ5AAMFAAAAFAKgAQABHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuALzdEgB5SHF1QJF0dXchZlYEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABuS8AAAAOXAAAAJgYPACQBQXBwc01GQ0MBAP0AAAD9AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgVEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCIMgACAINuAAIAg0sAAwAcAAALAQEBAAIAiDIAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAFZ3IWZWAAAKADgAigEAAAAAAQAAAPDnEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA).

We can see that when K is large than 2 and n is large, the horizontal slicing will have bigger MPI messages and memory overhead, which means more cost. Thus the new decomposition is a trade-off between communication load and communication frequency.

**2.5 For the new decomposition, describe a deadlock free messaging discipline for transmitting the top, bottom, left, and right sides and the top left, top right, bottom left and bottom right corners among neighboring partitions.**

Assume we usa a K by K partition, and each process Pi,j is assigned a data block, i is the row index and j is the column index.

The synchronization has 8 steps:

1. for Pi,j, if i is even, then send its first row to Pi-1,j and last row to Pi+1,j
2. for Pi,j, if i is odd, then send its first row to Pi-1,j and last row to Pi+1,j
3. for Pi,j, if j is even, then send its first column to Pi,j-1 and last column to Pi,j+1
4. for Pi,j, if j is odd, then send its first column to Pi,j-1 and last column to Pi,j+1
5. for Pi,j, if i is even, then send its element in first row and first column to Pi-1,j-1 and the element in last row and last column to Pi+1,j+1
6. for Pi,j, if i is odd, then send its element in last row and first column to Pi+1,j-1 and the element in first row and last column to Pi-1,j+1
7. for Pi,j, if j is even, then send its element in first row and first column to Pi-1,j-1 and the element in last row and last column to Pi+1,j+1
8. for Pi,j, if j is odd, then send its element in last row and first column to Pi+1,j-1 and the element in first row and last column to Pi-1,j+1