基于人工智能的工程伦理教育研究

摘要：工程伦理教育是人文教育和科技教育相交叉、融合的学科。当前我国理工科大学生迫切需要进行工程伦理教育，以掌握对现代工程活动进行社会评价和道德评价的基本规则。这一方面是提高大学生道德素质的需要，另一方面也是我国社会可持续发展的需要。作为高新技术的软件工程技术来说，其在现代化建设中发挥着愈发重要的作用，而人工智能作为软件工程中极具发展潜力的代表性技术之一，是新一轮科技革命和产业改革的核心力量，将深刻改变人类社会生活、改变世界。因此，基于人工智能的软件工程伦理教育刻不容缓。
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1.工程伦理教育

工程伦理教育作为工程教育的一个类别（科类），工程伦理教育是通过专业教育与道德教育的结合来提高学生道德素质的有效方法，是自然科学和人文社会科学相互交叉的学科，其目的是培养大学生在未来的工程活动中具有强烈的社会责任感，形成以伦理道德的视角和原则来对待工程活动的自觉意识和行为能力，在未来的工程活动中能够从道德的视角和原则来为大众服务。

1. 工程伦理教育的意义

2018年召开的全国教育大会中，习近平总书记指出，党的教育方针为：坚持教育为社会主义现代化建设服务、为人民服务，把立德、树人作为教育的根本任务，全面实施素质教育，培养德智体美全面发展的社会主义建设者和接班人，努力办好人民满意的教育。可以看出当前教育界及整个社会都很关注学生的素质教育。随着社会物质文化和精神文化的不断丰富和迅速发展，社会对大学生的道德素质提出了更高的要求，道德素质在大学生的整体素质中显得愈加重要。那么，在大学中结合学生专业进行伦理道德教育应该是提高学生道德素质的重要方法。这种方法更便于学生接受，且影响持久、深远。

21世纪以来，我国的经济开发和建设得到飞速的发展，同时针对产生的伦理问题也迫切需要工程伦理教育来解决。在当今知识经济时代，科学技术对经济建设和社会发展的作用越来越大。与整个社会生活和人类生存状态的关系也愈加密切。科学技术的宗旨在于造福人类、促进社会全面和谐的发展，否则，科学技术的进步就没有任何意义，甚至会给人类社会造成危害。当今科学技术的迅猛发展使人类控制自然和改造自然能力空前强大，但同时科学技术的不合理运用所造成的负面效应也已经给人类社会带来了许多危害，给社会的可持续发展带来了重大的隐患。如各种环境污染、动植物物种减少、水土流失和土地沙化、工程活动对公众利益的侵犯和对历史文化的破坏等等。毫无疑问，科学技术的探索和发明是 具有永恒价值的。问题的关键是如何运用科学技术，运用科学技术的人具有什么样的价值观、道德观、利益观和责任感，科技工作者是否明确工程活动对人、生态环境等方面的影响。理工科大学生是国家未来的科技工作者，将来很快就要参与国家的各种经济建设。对他们而言，掌握科学技术同然重要，但同样重要的是要在未来的工程活动中具有社会责任感、正确的价值观、利益观和强烈的伦理道德意识，能够自觉担负起维护人类共同利益的道义使命。对此，工程伦理教育可以发挥重要的作用。

1. 基于人工智能的工程伦理

作为软件工程中代表性技术之一，人工智能的发展受到了党中央、国务院的高度重视。党的十九大报告强调，要“推动互联网、大数据、人工智能与实体经济深度融合”。习近平总书记多次就人工智能作出重要批示，指出人工智能的迅速发展将深刻改变人类社会生活、改变世界。同时，人工智能是新一轮科技革命和产业变革的核心力量，世界主要发达国家纷纷加强谋划部署，力图在新一轮国际科技竞争中掌握主动权。高校处于科技第一生产力、人才第一资源、创新第一动力的结合点，是国家科技创新体系的重要组成部分，肩负着人才培养、科学研究、社会服务、文化传承创新、国际交流合作等使命。面对新一代人工智能发展的重大机遇，教育部及时出台《行动计划》，旨在引导高校主动深化改革、加大探索力度，全面落实立德树人根本任务，牢牢抓住提高人才培养能力这个核心点，发挥科研育人在高等教育内涵式发展和高质量人才培养中的重要作用，并通过创新型人才的培养不断提升国家自主创新水平，构筑持续创新发展的优势，为我国人工智能发展提供科技和人才支撑，推动我国占据人工智能科技制高点。但技术往往是把双刃剑，其在发展的同时给人们带来的不仅仅是便利，还造成了负面影响，比如，近期发生的手机任意调动摄像头事件，显然，人工智能的伦理问题比以往技术带给人类的更加复杂。

国家在大力发展人工智能技术的同时，也需认识到，在人工智能的发展和应用中，伦理必须占据中心地位，发展人工智能是为了人类的共同利益。人工智能应当保证公平，并且让人容易理解，人工智能不应当用来侵犯人们的隐私，所有公民都有权利接受教育，使他们能在精神、情感与经济上和人工智能一起繁荣发展，人工智能不应被赋予伤害、破坏或欺骗人类的自主能力。无疑，人们在探讨人工智能带来的伦理问题的同时，还在思考怎样才能解决这些伦理问题，尽管离解决问题还有些距离。下面将通过具体的案列来分析。

（1）人工智能偏见的伦理问题

多位人工智能专家认为，人工智能存在偏见，种族主义和种族歧视是目前人工智能系统存在的主要问题，这可能和系统的研发设计者本身的种族有关。2016年，美国多地法庭开始使用人工智能系统预测一名罪犯再次犯罪的几率，作为法官给予罪犯缓刑等的依据。然而，媒体对佛罗里达州法庭使用的一种名为“少数派报告”预测系统进行了调查，发现黑人被系统预测会再次犯罪的几率比其他族裔高出45%，其中黑人被预测再次暴力犯罪的几率比其他族裔高出77%。数据显示，这一人工智能系统的准确率只有20%。媒体评论说，所谓犯罪预测系统唯一能判断的仅是受调查对象的种族而已。同年，美国多家公司联合推出了“世界首届人工智能选美大赛”，参赛者在网站上上传照片，由人工智能算法“精确”评估参赛者的美。然而，这场比赛的获奖者都是白人。美国路易斯维尔大学网络安全实验室主任扬波利斯基指出，很明显这一人工智能的学习训练样本不够，美人被限制在固定的模式中。人工智能带来的文化偏见的例子还有很多，如词语“女性”“妇女”与艺术人文类职业以及家庭联系更紧密，词语“男性”“男人”则和数学、工程类职业更近。尤为危险的是，人工智能还有强化所习得的偏见的潜能，它们不像人可以有意识地去抵制偏见。

扬波利斯基等人认为，这些案例说明，保持机器学习数据的多样性是防止人工智能系统产生“偏见”的关键，相关伦理研究更是应该走在技术研究的前面。

1. 人工智能缺陷的伦理问题

人工智能和包括机器人在内的智能化自动系统的普遍应用，不仅仅是一场结果未知的开放性的科技创新，更将是人类文明史上影响至为深远的社会伦理试验。今年5月，滴滴顺风车司机杀害女乘客事件发生后，有网友爆出，滴滴顺风车司机通过平台软件，在接单前可以看到以前司机对乘客的全部评价，而这些评价中就包括对女性乘客外貌的评价。这是因为平台软件上增加了社交功能。作为共享交通平台，它的目标是安全快捷地把乘客送达目的地，现在为了达到商业上的利益最大化，增加了社交软件，却没有考虑到那些女乘客以及潜在受害者的利益。这就涉及到伦理问题。通过对司机、乘客和平台的利益分析和价值分析，发现其实包含了对各方的利害得失与价值冲突。

如果说人工智能对人类的威胁是终极问题，如何解决还未可知，那么人工智能在当下活动中体现出来的伦理问题就亟待解决了。我们应当从我们这些年研究科学技术前沿中的、科学技术应用中遇到的实例，去探讨人工智能的伦理问题。从这个角度，它可以当做是当作未完成的伦理。与以往不同，人工智能伦理研究不再是一个高高在上的理论，也没有一套适用全部情形的普遍原则体系，更多的是针对具体的人类活动或者科技实践的原则体系，比如说，陪护机器人，就需要一些防止过度依赖机器人的原则。从里面找到一些价值冲突，需要作哪些伦理的决择，让我们发现问题、研究问题。另外，当下的社会中，大数据让人们享受了便捷，同时这些数据会受到不良的使用，或者是没有必要的滥用。而由于大数据的挖掘导致商业智能的运用对人的权利的侵犯，这种侵犯最核心一点就是人的自主权，包括隐私。

让技术在社会上更好地运行，就要从伦理上对它进行设计。比如现在经常提到监控装置对人的隐私的伤害，将来可以让使用者看到摄像头的界面，让人们在一定程度上了解自己的数据如何被追踪和使用。这样既可以促使数据追踪者规范其行为，也有利于被追踪对象适当修正其行为方式。这是数据时代、信息时代一个新的信息对称的问题，让不对称变对称一点，寻求一种再平衡。

通过上述案例，我们可以清晰地认识到人工智能伦理方面的缺陷与不足，在现代化建设的新时代，毫无疑问，人工智能需要“德才兼备”，而如何具备，则需要人工智能的伦理教育。

对于人工智能伦理教育来说，面向处理原则，首先要以预防为主，充分预见人工智能可能产生的负面影响，使责任伦理面向未来。德国哲学家尤纳斯和伦克倡导的“责任伦理”，强调充分考虑到技术可能后果的责任，对可能受技术影响的未知人群的责任，对人类命运和社会进步的责任。而后要坚持以人为本的原则，充分保障人的安全、健康和全面发展，避免狭隘的功利主义。要体现“人不是手段而是目的”的伦理思想，防止为了功利主义的商业需要损害人的安全、健康和全面发展，尤其要强调技术实验的人道主义和“知情同意”原则。之后要体现整体主义，从整体上维护人类利益和生态环境，防止人工智能技术无序发展。技术的研究与发展具有个体性和局部性，而其影响同时具有群体性和整体性，两者的矛盾需要随时解决。最后则需要相应制度约束，主要依靠制度实现人工智能技术的伦理规约，防止出现不可逆的严重后果。人工智能技术的伦理规约不能仅仅靠科技工作者个人的道德良知，必须依靠强有力的制度约束。