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I. INTRODUCTION

HE value of personally identifiable information is undeniable. Marketers can tailor specific campaigns and product offerings based on a person’s income level, zip code, gender, preferences or a combination of features often available in public datasets today. Digging even deeper, the previously mentioned features can be married to other public datasets or used with statistical analysis methods to personally identify individuals with high confidence. Given an extensive set of features for a patient, medical information can easily be triangulated to identify a person, and subsequently, the person’s medical history. This information can lead to additional marketing or even worse: unwanted health status exposure to public entities or hackers. Too often, datasets used for research contain features about individuals or entities that allow for the compromise of individual anonymity.

A broad solution is to ensure full data anonymity in datasets used for research and analysis. Brute force methods such as data truncation or outright data exclusion have been utilized in the past to achieve the anonymity of personally identifiable information in datasets containing people as objects or rows. Telephone numbers, addresses, social security numbers and credit card information are outright deleted from the dataset or truncated to a number of digits that represent an abstraction of the original data. However, the effects of brute force anonymization techniques, especially the deletion of features, can severely impact the results of data analysis.

Striking a balance between maintaining anonymity and obtaining meaningful analytical results is a formidable challenge. Our analysis suggests there is a “sweet spot” between ensuring anonymity and obtaining meaningful analytical results. More specifically, we determine how much a dataset needs to be modified in order to be considered anonymized, while still allowing for meaningful analytical results.

For our analysis, we utilize a public dataset of personal loans retrieved from Kaggle.com. Our dataset contains 887,379 unique records or objects, with a mixture of 74 categorical and numeric features. Of critical importance are features describing the loan’s interest rate, home ownership status, employment title and annual income. Each, or combinations of the previously mentioned features can be considered personally identifiable information. Crucially, the previously mentioned features are also important for predictive modeling.

We explore combinations of several data anonymization techniques in a classical analysis setting: predicting a continuous response variable utilizing regression. Specifically, we predict the loan interest rate utilizing LASSO regression in order to make our feature set sparse and more efficiently capture the important predictors in our loan dataset. In general, we approach analysis from a machine-learning standpoint, utilizing algorithmic solutions such as LASSO for feature selection.

Data anonymization is implemented via three standard methods: k-anonymity, generalization and perturbation. At a high level, these techniques involve data repetition, data grouping and data averaging, respectively. In a data repetition or k-anonymity scenario, we artificially create additional records in order to “hide” sparse records. For instance, if the zip code 78729 occurs one time in our dataset, we create additional records containing 78729 as the zip code feature value. Single methods, or combinations of methods to anonymize data are used to create a set of anonymized data sources. These modified sources are compared to a baseline, raw dataset containing unprotected personally identifiable information. To determine data anonymization success, we use an open source software called ARX to analyze the effects (utility, risk) of anonymization efforts previously mentioned on each modified dataset. We analyze the raw and transformed loan datasets in ARX to gauge re-identification. We also objectively compare features to HIPAA identifiers and syntactic privacy models that mitigate attacks that may lead to privacy breaches.

Obviously, anonymization techniques can affect the results of our data analysis. After anonymization, we compare predictive models objectively using the model root mean squared error (RMSE) on a stratified test data set partitioned off prior to model selection. A baseline model is fit on the full feature loans dataset with no anonymization. Subsequent models utilizing the same learner, LASSO regression, are fit on iterations of our “anonymized” loan dataset and compared utilizing the root mean squared error measure.

Main results will go here.

Our research paper is organized as follows. We give a brief overview of the various anonymization techniques available for data today, what is considered “acceptable anonymity” for a dataset, as well as the impact public datasets have had on personal privacy. We proceed to exploratory data analysis and implementation methods of anonymization techniques and determine whether or not we are successful in truly anonymizing the loans dataset. Finally, we perform model selection, cross validation, prediction of interest rates and model comparison using combinations of the previously implemented anonymization techniques. We then summarize our findings and address the limitations of our work. We provide recommendations for future efforts to address the limitations mentioned.
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