**TPR2251 Pattern Recognition**

**Tutorial 9**

Part 1 - Theory

1. Briefly explain the clustering technique.

Lecture 8, slide 3

1. What are the 3 fundamental steps involved in the *k*-means clustering algorithm?
2. Determine the centroid coordinate
3. Determine the distance of each object to the centroid.
4. Group the object based on minimum distance.
5. *K*-means algorithm generally goes into a number of iterations for finding clusters for the objects. What are the termination criteria for the algorithm to stop the clustering process?

Lecture 8, slide 24

1. Consider the application of the *k*-means clustering algorithm to the two dimensional data set *D* = {![](data:image/x-wmf;base64,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)} for *k* = 3 clusters.
2. Start with the three centroids: m1(0) = ![](data:image/x-wmf;base64,183GmgAAAAAAAIADgAQBCQAAAAAQWQEACQAAA8wBAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABIADEwAAACYGDwAcAP////8AAE0AEAAAAMD////A////QAMAAEAEAAALAAAAJgYPAAwATWF0aFR5cGUAAPAABQAAAAkCAAAAAgUAAAAUAoYByAEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuKTzd8Gk83cgMPV3gRRmowQAAAAtAQAACQAAADIKAAAAAAEAAAA3eQADBQAAABQCxgNiARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC4pPN3waTzdyAw9XeBFGajBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAANHkAAwUAAAAUAoYB9gAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAHAJCh5U2hIAuKTzd8Gk83cgMPV3gRRmowQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAC15AAMFAAAAFAKiAS4ACgAAADIKAAAAAAIAAADm9oYCAAMFAAAAFAICAy4ACgAAADIKAAAAAAIAAADn94YCAAMFAAAAFAIiBC4ACgAAADIKAAAAAAIAAADo+IYCAAOWAAAAJgYPACIBTWF0aFR5cGVVVRYBBQEABQFEU01UNQABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGTVMgTWluY2hvABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgECAAIAAQEBAAMAAQAEAAUACgEAAwABAwABAAUAAQEBAgEAAAEAAgSGEiItAgCINwAAAQACAIg0AAAAAAIAligAAgCWKQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKOBFGajAAAKACEAigEAAAAAAQAAAKTkEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA), m2(0) = ![](data:image/x-wmf;base64,183GmgAAAAAAAKACgAQBCQAAAAAwWAEACQAAA7sBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABKACEwAAACYGDwAcAP////8AAE0AEAAAAMD////A////YAIAAEAEAAALAAAAJgYPAAwATWF0aFR5cGUAAPAABQAAAAkCAAAAAgUAAAAUAoYB8AAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuKTzd8Gk83cgMPV3iQxmuQQAAAAtAQAACQAAADIKAAAAAAEAAAA3eQADBQAAABQCxgP2ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC4pPN3waTzdyAw9XeJDGa5BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAANHkAAwUAAAAUAqIBLgAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAHggClFU2hIAuKTzd8Gk83cgMPV3iQxmuQQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAOb2rgEAAwUAAAAUAgIDLgAKAAAAMgoAAAAAAgAAAOf3rgEAAwUAAAAUAiIELgAKAAAAMgoAAAAAAgAAAOj4rgEAA5MAAAAmBg8AHAFNYXRoVHlwZVVVEAEFAQAFAURTTVQ1AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQZNUyBNaW5jaG8AEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAQIAAgABAQEAAwABAAQABQAKAQADAAEDAAEABQABAQECAQAAAQACAIg3AAABAAIAiDQAAAAAAgCWKAACAJYpAAAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AuYkMZrkAAAoAIQCKAQAAAAABAAAApOQSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) and m3(0) = ![](data:image/x-wmf;base64,183GmgAAAAAAAIADgAQBCQAAAAAQWQEACQAAA8wBAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABIADEwAAACYGDwAcAP////8AAE0AEAAAAMD////A////QAMAAEAEAAALAAAAJgYPAAwATWF0aFR5cGUAAPAABQAAAAkCAAAAAgUAAAAUAoYBXAEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuKTzd8Gk83cgMPV3oBBm3AQAAAAtAQAACQAAADIKAAAAAAEAAAAyeQADBQAAABQCxgPIARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC4pPN3waTzdyAw9XegEGbcBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAANXkAAwUAAAAUAqIBLgAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAM0SCl642hIAuKTzd8Gk83cgMPV3oBBm3AQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAOb2egIAAwUAAAAUAgIDLgAKAAAAMgoAAAAAAgAAAOf3egIAAwUAAAAUAsYD9gAJAAAAMgoAAAAAAQAAAC33AAMFAAAAFAIiBC4ACgAAADIKAAAAAAIAAADo+HoCAAOWAAAAJgYPACIBTWF0aFR5cGVVVRYBBQEABQFEU01UNQABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGTVMgTWluY2hvABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgECAAIAAQEBAAMAAQAEAAUACgEAAwABAwABAAUAAQEBAgEAAAEAAgCIMgAAAQACBIYSIi0CAIg1AAAAAAIAligAAgCWKQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANygEGbcAAAKACEAigEAAAAAAQAAAAjlEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA). What are the values of the centroids at the next iteration?

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 1st | 2nd | 3rd | 4th | 5th | 6th |  |  |
| D0= | | | 2.24 | 5 | 5.39 | 12.53 | 13 | 13.9 | | | M1=(-7,4) |
|  | | | 12 | 10.44 | 9.2 | 13.6 | 7.9 | 5.1 | | | M2=(7,4) |
|  | | | 10.6 | 7.81 | 11.7 | 3.6 | 2.8 | 5.7 | | | M1=(2,-5) |

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 1st | 2nd | 3rd | 4th | 5th | 6th |  |  |
| G0= | | | 1 | 1 | 1 | 0 | 0 | 0 | | | M1=(-7,4) |
|  | | | 0 | 0 | 0 | 0 | 0 | 1 | | | M2=(7,4) |
|  | | | 0 | 0 | 0 | 1 | 1 | 1 | | | M1=(2,-5) |

Cluster 1: (-5,3), (-3,1), (-2,6)

Cluster 2: (6,-1)

Cluster 3: (-1,-7), (4,-3)

The new centroids:

M1 = (-3.3, 3.3)

M2 = (6,-1)

M3 = (1.5, -5)

1. Given the final clusters’ centroids after convergence are m1 = ![](data:image/x-wmf;base64,183GmgAAAAAAAKAEgAQACQAAAAAxXgEACQAAA9EBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABKAECwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///8D///9gBAAAQAQAAAUAAAAJAgAAAAIFAAAAFAKGAcgBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANjZEgCqSUV3QJFId00VZokEAAAALQEAAAwAAAAyCgAAAAADAAAAMy4zYcAAYAAAAwUAAAAUAsYD6QEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A2NkSAKpJRXdAkUh3TRVmiQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADN5AAMFAAAAFAKGAfYAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHfFEgopgNAmANjZEgCqSUV3QJFId00VZokEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAteQADBQAAABQCogEuAAoAAAAyCgAAAAACAAAA5vaUAwADBQAAABQCAgMuAAoAAAAyCgAAAAACAAAA5/eUAwADBQAAABQCIgQuAAoAAAAyCgAAAAACAAAA6PiUAwADmgAAACYGDwApAUFwcHNNRkNDAQACAQAAAgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYFRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAQIAAgABAQEAAwABAAQAAAoBAAMAAQMAAQAFAAEBAQIBAAABAAIEhhIiLQIAiDMAAgCCLgACAIgzAAABAAIAiDMAAAAAAgCWKAACAJYpAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCJTRVmiQAACgA4AIoBAAAAAAEAAAAM5BIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==), m2 = ![](data:image/x-wmf;base64,183GmgAAAAAAAIADgAQBCQAAAAAQWQEACQAAA8wBAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABIADEwAAACYGDwAcAP////8AAE0AEAAAAMD////A////QAMAAEAEAAALAAAAJgYPAAwATWF0aFR5cGUAAPAABQAAAAkCAAAAAgUAAAAUAoYBXAEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4At8XHd8DFx3cgwMp3AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAAA1eQADBQAAABQCxgPIARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC3xcd3wMXHdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAMnkAAwUAAAAUAqIBLgAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAd0AAAACFBgqYt8XHd8DFx3cgwMp3AAAwAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAOb2gAIAAwUAAAAUAgIDLgAKAAAAMgoAAAAAAgAAAOf3gAIAAwUAAAAUAsYD9gAJAAAAMgoAAAAAAQAAAC33AAMFAAAAFAIiBC4ACgAAADIKAAAAAAIAAADo+IACAAOWAAAAJgYPACIBTWF0aFR5cGVVVRYBBQEABQFEU01UNQABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGTVMgTWluY2hvABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgECAAIAAQEBAAMAAQAEAAUACgEAAwABAwABAAUAAQEBAgEAAAEAAgCINQAAAQACBIYSIi0CAIgyAAAAAAIAligAAgCWKQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAABAAAAMOYSALnBx3cEAAAALQEBAAQAAADwAQAAAwAAAAAA) and m3 = ![](data:image/x-wmf;base64,183GmgAAAAAAAIADgAQBCQAAAAAQWQEACQAAA90BAAACAJkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABIADEwAAACYGDwAcAP////8AAE0AEAAAAMD////A////QAMAAEAEAAALAAAAJgYPAAwATWF0aFR5cGUAAPAABQAAAAkCAAAAAgUAAAAUAoYB2gEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4At8XHd8DFx3cgwMp3AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAAAxeQADBQAAABQCxgPIARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC3xcd3wMXHdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAN3kAAwUAAAAUAoYBCAEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAd0AAAADIBgr/t8XHd8DFx3cgwMp3AAAwAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAC15AAMFAAAAFAKiAS4ACgAAADIKAAAAAAIAAADm9oYCAAMFAAAAFAICAy4ACgAAADIKAAAAAAIAAADn94YCAAMFAAAAFALGA/YACQAAADIKAAAAAAEAAAAt9wADBQAAABQCIgQuAAoAAAAyCgAAAAACAAAA6PiGAgADmQAAACYGDwAoAU1hdGhUeXBlVVUcAQUBAAUBRFNNVDUAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBk1TIE1pbmNobwASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgIBAgACAAEBAQADAAEABAAFAAoBAAMAAQMAAQAFAAEBAQIBAAABAAIEhhIiLQIAiDEAAAEAAgSGEiItAgCINwAAAAACAJYoAAIAlikAAAAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAQAAAOT1EgC5wcd3BAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==). Cluster the points, *x*1 = ![](data:image/x-wmf;base64,183GmgAAAAAAAKACgAQBCQAAAAAwWAEACQAAA7sBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABKACEwAAACYGDwAcAP////8AAE0AEAAAAMD////A////YAIAAEAEAAALAAAAJgYPAAwATWF0aFR5cGUAAPAABQAAAAkCAAAAAgUAAAAUAoYB6gAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AuKTzd8Gk83cgMPV3Bh5mvQQAAAAtAQAACQAAADIKAAAAAAEAAAAzeQADBQAAABQCxgPqABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC4pPN3waTzdyAw9XcGHma9BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAM3kAAwUAAAAUAqIBLgAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAM8ZCs1U2hIAuKTzd8Gk83cgMPV3Bh5mvQQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAOb2lgEAAwUAAAAUAgIDLgAKAAAAMgoAAAAAAgAAAOf3lgEAAwUAAAAUAiIELgAKAAAAMgoAAAAAAgAAAOj4lgEAA5MAAAAmBg8AHAFNYXRoVHlwZVVVEAEFAQAFAURTTVQ1AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQZNUyBNaW5jaG8AEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAQIAAgABAQEAAwABAAQABQAKAQADAAEDAAEABQABAQECAQAAAQACAIgzAAABAAIAiDMAAAAAAgCWKAACAJYpAAAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AvQYeZr0AAAoAIQCKAQAAAAABAAAApOQSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)and *x*1 =![](data:image/x-wmf;base64,183GmgAAAAAAAIADgAQBCQAAAAAQWQEACQAAA9oBAAACAJgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABIADCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///8D///9AAwAAQAQAAAUAAAAJAgAAAAIFAAAAFAKGAc4BHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANjZEgCqSUV3QJFId7cTZr8EAAAALQEAAAkAAAAyCgAAAAABAAAAM3kAAwUAAAAUAsYDyAEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A2NkSAKpJRXdAkUh3txNmvwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADR5AAMFAAAAFAKGAfwAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHfOEgo0uO0vANjZEgCqSUV3QJFId7cTZr8EAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAteQADBQAAABQCogEuAAoAAAAyCgAAAAACAAAA5vaAAgADBQAAABQCAgMuAAoAAAAyCgAAAAACAAAA5/eAAgADBQAAABQCxgP2AAkAAAAyCgAAAAABAAAALfcAAwUAAAAUAiIELgAKAAAAMgoAAAAAAgAAAOj4gAIAA5gAAAAmBg8AJQFBcHBzTUZDQwEA/gAAAP4AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGBURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgECAAIAAQEBAAMAAQAEAAAKAQADAAEDAAEABQABAQECAQAAAQACBIYSIi0CAIgzAAABAAIEhhIiLQIAiDQAAAAAAgCWKAACAJYpAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQC/txNmvwAACgA4AIoBAAAAAAEAAAAM5BIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  | 1st |  |  |
| D= | | | 6.3 | | | M1=(-3.3, 3) |
|  | | | 5.4 | | | M2=(5, -2) |
|  | | | 10.77 | | | M3=(-1, -7) |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  | 1st |  |  |
| G= | | | 0 | | | M1=(-3.3, 3) |
|  | | | 1 | | | M2=(5, -2) |
|  | | | 0 | | | M3=(-1, -7) |

So, this point belongs to cluster 3.

Part 2 – Practical

**Objective**: You are going to implement the k-means algorithm on a synthetic dataset.

1. Generate a two-dimensional dataset containing four distinct blobs. You can use the make\_blobs module in sklearn.datasets.samples\_generator to generate 300 samples having 4 centers. The standard deviation of the clusters is 0.60. Set the random\_state to 0. Use a scatter plot to visualize the data.
2. Instantiate the KMeans class, and set the number of clusters to 4. After that, call the fit method with the data.
3. During the algorithm, each training data point in X is assigned a cluster label. You can find these labels in the kmeans.labels\_ attribute.
4. You can assign cluster labels to new points using the predict method. Each new point is assigned to the closest cluster center when predicting. For this, run predict on the training set X. What is the result returned?
5. Visualize the results by plotting the data colored by the labels. Also plot the cluster centers as determined by the k-means estimator.

Part 3 – Self-challenge

**Objective**: Now, implement the k-means algorithm on a digits recognition problem.

1. Load the digits dataset from sklearn.datasets using the load\_digits function. This dataset consist of 1,797 samples with 64 features, where each of the 64 features is the brightness of one pixel in an image.
2. Perform k-means clustering on the dataset. Note the number of clusters to use. Print the size of the cluster centers.
3. Visualize the cluster centers.
4. Because k-means knows nothing about the identity of the cluster, the 0–9 labels may be permuted. We can fix this by matching each learned cluster label with the true labels found in them.
5. Check the accuracy of the clustering algorithm by using the accuracy\_score function in sklearn.metrics.
6. Check the confusion matrix for the method by calling the confusion\_matrix function in sklearn.metrics. What are the meanings of the figures contained in the confusion matrix?